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Preface 

This is the first extensive textbook on conformal field theory, one of the most active 
areas of research in theoretical physics over the last decade. Although a number 
of review articles and lecture notes have been published on the subject, the need 
for a comprehensive text featuring background material, in-depth discussion, and 
exercises has not been satisfied. The authors hope that this work will efficiently 
fill this gap. 

Conformal field theory has found applications in string theory, statistical 
physics, condensed matter physics, and has been an inspiration for developments 
in pure mathematics as well. Consequently, a reasonable text on the subject must 
be adapted to a wide spectrum of readers, mostly graduate students and researchers 
in the above-mentioned areas. Background chapters on quantum field theory, sta­
tistical mechanics, Lie algebras and affine Lie algebras have been included to 
provide help to those readers unfamiliar with some of these subjects (a knowledge 
of quantum mechanics is assumed). This textbook may be used profitably in many 
graduate courses dealing with special topics of quantum field theory or statistical 
physics, string theory, and mathematical physics. It may also be an instrument of 
choice for self-teaching. At the end of each chapter several exercises have been 
added, some with hints and/or answers. The reader is encouraged to try many of 
them, since passive learning can rapidly become inefficient. 

It is impossible to encompass the whole of conformal field theory in a pedagog­
ical manner within a single volume. Therefore, this book is intentionally limited in 
scope. It contains some necessary background material, a description of the funda­
mental formalism of conformal field theory, minimal models, modular invariance, 
finite geometries, Wess-Zumino-Witten models, and the coset construction of con­
formal field theories. Chapter 1 provides a general introduction to the subject and a 
more detailed description of the role played by each chapter. In building the list of 
references listed at the end of this volume, the authors have tried to be as complete 
as possible and hope to have given appropriate credit to all. 

The authors intend to complete this work with a second volume, that would deal 
with the following subjects: Superconformal field theory (N = 1,2), parafermionic 
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models, W -algebras, critical integrable lattice models, perturbed confonnal field 
theories, applications to condensed matter physics, and two-dimensional quantum 
gravity. 
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CHAPTER 1 

Introduction 

A vast similitude interlocks all, 
All distances of space however wide, 
All distances of time ... 

- Walt Whitman 

The resthetic appeal of symmetry has been a guide-sometimes a tyrannic 
one-for philosophers of nature since the dawn of science. Ancient Greeks, in 
their belief that celestial bodies followed perfectly circular orbits, demonstrated 
an attachment to the circle as the most symmetric curve of all. In elaborating more 
complex systems involving scores of epicycles and eccentrics, they gave up the 
idea that celestial orbits should be explicitly symmetric, but invented unknowingly 
the concept of "hidden symmetry", for the circle remained the building block of 
their cosmology. Modem science, with Kepler, Galileo, and Newton, gave sym­
metry a deeper realm: that of the physical "laws." Circles gave way to ellipses and 
more complicated trajectories; the richness and variety of Nature became, in the 
Heavens like on Earth, compatible with symmetric laws, even without the exterior 
appearance of symmetry. 

Twentieth-century physics has witnessed the triumph of symmetry and its pre­
cise formulation in theoretical language. The work of Lie and Cartan (among 
others) paved the way for the general application of symmetries in microscopic 
physics within quantum mechanics. Wigner, probably the most important figure in 
the application of group theory to physics, fitted the possible elementary particles 
into representations of the Lorentz and Poincare groups. The principles of special 
and general relativity-the seeds of the other great revolution of twentieth-century 
physics-were also motivated by the appeal of symmetry. Modem theories of ele­
mentary particles (the so-called standard model) rest on the principle of local gauge 
symmetry. Our understanding of phase transitions and critical phenomena draws 
a great deal on the concept of broken symmetry. In particular, broken gauge sym­
metries are central to our understanding of weak interactions, superconductivity, 
and cosmology. 
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This book is about conformal symmetry in two-dimensional field theories. Con­
formal field theory plays a central role in the description of second- or higher-order 
phase transitions in two-dimensional systems, and in string theory. the (so far spec­
ulative) attempt at unifying all forces of Nature. To the practical man, this may seem 
a narrow field of application for a book of this size. However, two-dimensional 
conformal field theories are perfect examples of systems in which the symmetries 
are so powerful as to allow an exact solution of the problem. This feature, as well as 
the great variety of mathematical concepts needed in their solution and definition, 
have made conformal field theories one of the most active domains of research in 
mathematical physics. 

In the context of a physical system with local interactions such as those studied 
in this work, conformal invariance is an immediate extension of scale invariance, 
a symmetry under dilations of space. This important fact was first pointed out by 
Polyakov [295]. Conformal transformations are nothing but dilations by a scaling 
factor that is a function of position (local dilations). It is entirely natural that a 
local theory (i.e., without action at a distance) that is symmetric under rigid (or 
global) dilations should also be symmetric under local dilations. 

Even after being augmented to conformal invariance. the symmetry remains 
finite, in the sense that a finite number of parameters are needed to specify a con­
formal transformation in d spatial dimensions (specifically, ~(d + I)(d + 2». The 
consequence of this finiteness is that conformal invariance can say relatively little 
about the form of correlations. in fact just slightly more than rotation or scale 
invariance. The exception is in two dimensions. where the above formula gives 
only the number of parameters specifying conformal transformations that are ev­
erywhere well-defined, whereas there is an infinite variety oflocal transformations 
(the conformal mappings of the complex plane) that, although not everywhere reg­
ular. are still equivalent to local dilations. The number of parameters specifying 
such local conformal transformations in two dimensions is infinite. because any 
locally analytic function provides a bona fide conformal mapping. This richness of 
conformal symmetry in two dimensions is the reason for the success of conformal 
invariance in the study of two-dimensional critical systems. 

Scale invariance is by no means an exact symmetry of Nature, since our descrip­
tion of physical phenomena involves a number of characteristic length scales that 
indicate the typical distances over which the "action is taking place." These length 
scales are not invariant under dilations. and the latter result in a modification of 
the physical parameters of the system. The important exception occurs. of course, 
when these characteristic length scales are either zero or infinite. Let us illustrate 
this with some examples. 

CRfnCALPHENOMENA 

Consider first an infinite lattice of atoms in interaction. such as in a solid. Among 
the various forces involving ions and electrons. which are the source of so many in­
teresting collective phenomena, consider for definiteness the magnetic (exchange) 
interaction that couples the spins of adjacent atoms. A very simplified version of 
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this interaction is embodied in the Ising model, in which the spins O'j at site i take 
only two definite values (+1 and -1) and the magnetic energy of the system is a 
sum over pairs of adjacent atoms: 

An obvious characteristic length scale of this system is the lattice spacing a be­
tween adjacent atoms. Another, more important length scale is the so-called corre­
lation length ~, defined as the typical distance over which the spins are statistically 
correlated. More precisely, we write 

Ii -jl 
exp---

~ 

where ( ... ) denotes a thermal average at a temperature T and where Ii - jl » 1 is 
the distance between the positions i and j. Since observable magnetic properties 
are derived from such correlations, they are quite affected by the value of~, which 
is a function of temperature. 

For a generic value of the temperature, there is no symmetry of the model under 
scale transformations, because of the two length scales a and ~. However, there 
are special circumstances, dictated by external parameters such as temperature, 
under which ~ grows without bounds. I Such values of the parameters of the model 
are called critical points, and the behaviors of systems at or near these critical 
points constitute what is called critical phenomena. When studying correlations 
over distances large compared to the lattice spacing, yet small compared to the 
correlation length, these two length scales lose their relevance, and scale invariance 
emerges. 

The physical picture of a critical system one must keep in mind is that of an 
assembly of regions of ( +) spins (called droplets), within which smaller droplets 
of ( - ) spins are included, and yet smaller droplets of ( + ) spins are included within 
those, and so on.2 This droplet structure is self-similar-in the sense that it has 
the same general appearance after zooming in or out a few times-as long as the 
droplet size i satisfies a « i « ~. 

The Ising model is just one among an infinite variety of models that can provide 
an approximate description of complex systems with local interactions. One of the 
key ideas in our understanding of critical phenomena is that of universality: despite 
this continuous variety of models that possess critical points, their behaviors at (or 
near) the critical point belong to a discrete set of universality classes, corresponding 
to different realizations of scale invariance. One of the goals of conformal field 

1 In real physical systems, the correlation length typically never grows beyond - loJ lattice spacings, 
because of the presence of impurities, defects, and inhomogeneities. But UP is sufficiently close to 
infinity for scale invariance to have striking experimental consequences. 

2 This is wonderfully illustrated by a computer simulation of the two-dimensional Ising model in the 
introductory paper by Zuber [3701. 
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theory-so far only partially achieved-is a classification of all universality classes 
of two-dimensional critical systems. 

CRITICAL QUANTUM SYSTEMS 

For a special class of critical phenomena, the critical temperature vanishes or is 
small compared to other relevant energy scales. A quantum description of the 
system is then indispensable. Essentially, the statistical fluctuations giving rise to 
correlations are not thermal, but mainly quantum-mechanical in origin. An example 
of such a system is the so-called Heisenberg spin-~ chain, which represents an 
infinite chain of magnetic atoms, each carrying a spin one-half operator Si and 
interacting with its immediate neighbors via the Heisenberg Hamiltonian: 

H= LSi·Sj 
(ij) 

One of the main characteristics of this model (in one spatial dimension) is the 
infinite correlation length, which means that the quantum correlations (SiSj> de­
cay with distance according to a power law, not exponentially. This property is 
intimately related to the existence of gapless excitations in the system, namely, a 
continuum of excited states arbitrarily close in energy to the ground state. In any 
field theory (or any model involving an infinite number of degrees of freedom) 
the presence of gapless excitations is a signal of scale invariance, since the energy 
gap 11 between the ground state and the first excited state-the rest mass of the 
excitation--constitutes a characteristic length scale via the associated Compton 
wavelength A = /i/(vl1) (v being the characteristic velocity of the system, equal 
to the speed of light in relativistic field theories). 

The mathematical formalism used in the description of quantum systems, 
and field theories in particular, bears a striking resemblance to the formalism 
of statistical mechanics describing finite-temperature critical phenomena. This 
similitude between the statistical and field-theoretical formalisms allows for a 
common treatment of both classes of phenomena. However, the field theory de­
scribing a statistical system (like the Ising model) lives in one spatial dimen­
sion less than the statistical system itself, since time constitutes an extra di­
mension inherently incorporated in the quantum description of the field the­
ory. Critical quantum phenomena on which the methods of two-dimensional 
conformal field theory can be applied are thus one-dimensional, like the spin 
chain described above. Another example of a one-dimensional quantum sys­
tem with scale invariance is constituted by the electrons moving on the edge 
of a microscopic layer of a semiconductor submitted to a large magnetic field 
of the appropriate strength. This is an aspect of the so-called fractional quan­
tum Hall effect. It may also happen that a quantum system be only formally 
one-dimensional, after some simplifying treatment of its mathematical descrip­
tion. This is the case of the magnetic impurity problem (or Kondo prob­
lem), which has been successfully studied with the methods of conformal field 
theory. 
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DEEP INELASTIC SCATfERING 

Another, very different area in which scale invariance has emerged3 is the scatter­
ing of high-energy electrons from protons. Put very simply, scattering experiments 
failed to detect a characteristic length scale when probing the proton deeply with 
inelastically scattered electrons. This supported the idea that the proton is a com­
posite object made of point-like constituents, the quarks.4 This is quite reminiscent 
of Rutherford's study of the scattering of alpha particles off gold atoms, which re­
vealed the absence of a length scale in the atom over five orders of magnitude, 
between the Bohr radius and the size of the nucleus. 

Let us be more precise. Consider an electron (or any other lepton) of energy 
E scattered inelastically from a proton at an angle (), with an energy E' < E. The 
quantity of experimental interest is the inclusive, inelastic cross-section, which 
gives the ratio of scattered flux to incident flux per unit solid angle and unit energy 
of the scattered particles: 

du a 2 ['2 2] 
dO'dE' = 4E2 sin4«()12) 2W} sm «()12) + W2 cos «()12) 

where a is the fine structure constant and W 1,2 are structure functions encap­
sulating the dynamics of the proton's interior. These structure functions depend 
on the kinematical parameters of the collision: the four-momentum q transferred 
from the lepton to the proton and the energy loss (E - E') == vIm (m is the 
lepton's mass). However, it turns out that the dimensionless quantities 2mW} and 
vW/m depend only on the dimensionless ratio x = 2vl( _q2), if q2 is negative 
enough (corresponding to large transferred spatial momentum). In other words, 
in this deep-inelastic range, the internal dynamics of the proton does not provide 
its own length scale (. that could justify a separate dependence of the structure 
functions on the dimensionless variables (.2 v and (.2q2. In the context of quantum 
chromodynarnics (QCD, the modem theory of strong interactions), this reflects the 
asymptotic freedom of the theory, namely, the quasi-free character of the quarks 
when probed at very small length scales. 

Of course, the quark-gluon system underlying the scaling phenomena of deep 
inelastic scattering is thoroughly quantum-mechanical, just like systems under­
going quantum-critical phenomena. However, scale invariance manifests itself at 
short distances in QCD, whereas it emerges at long distances in quantum systems 
like the Heisenberg spin chain. 

STRING THEORY 

Whether statistical or quantum-mechanical, the physical systems enjoying scale 
invariance mentioned above were all in the same class, in the sense that they are 

3 It is interesting to note that scaling emerged as an imponant concept in the theory of critical 
phenomena and in high-energy physics at about the same time (the late 196(8) and over such widely 
different length scales! It was also at this time that a very fruitful interplay between high-energy theory 
and statistical mechanics started to develop. resting on the renormalization group theory. 

4 Although quarks had been hypothesized earlier from flavor symmetry considerations. prudent 
physicists initially called these constituents partons. 
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made of an infinite number of degrees of freedom (atoms, spins, etc.) fluctuating in 
space or space-time and characterized by a divergent correlation length or, equiv­
alently, by power-law correlations. However, conformal invariance has appeared 
in other areas of theoretical physics. H. Weyl proposed in 1918 a generalization 
of general coordinate invariance (general relativity) in which local scale transfor­
mations would also be possible, in the hope of unifying electromagnetism and 
gravitation within the same formalism.5 Since then, the hope offormulating a gen­
eralization of general relativity that would include the other known fundamental 
interactions has motivated an immense theoretical effort. Notable attempts in this 
direction come under the name of Kaluza-Klein theories and supergravity. In par­
ticular, theories of conformal super gravity are constructed to be invariant under 
conformal transformations of space-time. 

Efforts toward unifying all forces of Nature in a single, comprehensive theory 
have culminated in what is known as string theory, in which two-dimensional 
scale invariance appears naturally. String theory originates from the malaise af­
flicting relativistic field theories in the 1960s, at a time when no consistent field 
theory could describe strong and weak interactions. An alternative to field theory, 
consisting of a set of prescriptions for scattering amplitudes between hadrons, was 
developed under the name of dual models. Curiously, the construction of dual mod­
els could follow from the assumption that mesons were in fact microscopic strings, 
or extended one-dimensional objects. The discovery of deep inelastic scattering 
and the subsequent development of QCD caused the demise of dual models, but 
some of their interesting features, such as finiteness in perturbation theory, inspired 
their transposition to the realm of quantum gravity, albeit at length scales much 
smaller (the Planck scale, 10-35 m). The great wave of activity in string theory 
occurred in the 1980s, after it was realized that consistent, finite first-quantized 
theories unifying gravitation and other interactions could be formulated. 

We do not provide, in this work, an introduction to string theory; this can be 
found elsewhere (see the notes at the end of this introduction). Let us simply 
mention here some basic concepts. The time evolution of a one-dimensional ex­
tended object (i.e., a string) sweeps a two-dimensional manifold within space-time, 
which is called the world-sheet of the string. In a given classical configuration of 
the string, each point on this world-sheet corresponds to a point in space-time. The 
first-quantized formulation of string theory involves fields (representing the physi­
cal shape of the string) that reside on the world-sheet. From the point of view of field 
theory, this constitutes a two-dimensional system, endowed with reparametriza­
tion invariance on the world-sheet, meaning that the precise coordinate system 
used on the world-sheet has no physical consequence. This is particularly clear in 
Polyakov's formulation of string theory, and revives Weyl's idea of invariance un­
der general coordinate transformations (this time on the world-sheet), augmented 
by local dilations. This reparametrization invariance is tantamount to conformal 
invariance. Conformal invariance of the world-sheet theory is essential for prevent-

5 In Weyl's theory [353J. the local dilations were called gauge transformations. a terminology that 
was recycled later for describing local group transformations. 



1. Introduction 9 

ing the appearance of ghosts (states leading to negative probabilities in quantum 
mechanics). The various string models that have been elaborated basically differ 
in the specific content of this conformally invariant two-dimensional field theory 
(including boundary conditions). A classification of conformally invariant theories 
in two dimensions gives a perspective on the variety of consistent first-quantized 
string theories that can be constructed. 

MODERN BREAKTHROUGHS 

The modem study of conformal invariance in tw() dimensions was initiated by 
Belavin, Polyakov, and Zamolodchikov, in their fundamental 1984 paper [36]. 
These authors combined the representation theory of the Virasoro algebra­
developed shortly before by Kac and by Feigin and Fuchs-with the idea of an 
algebra of local operators and showed how to construct completely solvable con­
formal theories: the so-called minimal models. An intense activity at the border of 
mathematical physics and statistical mechanics followed this initial envoi and the 
minimal models were identified with various two-dimensional statistical systems 
at their critical point. More solvable models were found by including additional 
symmetries or extensions of conformal symmetry in the construction of conformal 
theories. 

A striking feature of the work of Belavin, Polyakov, and Zamolodchikov-and 
of previous work ofPolyakov and other members of the Russian school-regarding 
conformal theories is the minor role played (if at all) by the Lagrangian or Hamil­
tonian formalism. Rather, the dynamical principle invoked in these studies is the 
associativity of the operator algebra, also known as the bootstrap hypothesis. This 
approach originates from the difficulty of describing strong interactions with quan­
tum field theory. Instead of trying to solve the problem piecemeal with perturbative 
(or even nonperturbative) methods based on a local action, some physicists pro­
posed a program designed to solve the whole problem at once--that is, to calculate 
all the correlations between all the fields-based only on criteria of self-consistency 
and symmetry.6 The key ingredient of this approach is the assumption that the prod­
uct of local quantum operators can always be expressed as a linear combination 
of well-defined local operators. Schematically, 

tPj(X)tP;(Y) = L ct(x - y)tPk(Y) (1.1) 
k 

where ct(x - y) is a c-number function, not an operator. This is the operator 
product expansion, initially put forward by Wilson. This expansion constitutes 
an algebra-that is, a set of multiplication rules-for local fields. The dynamical 
principle of the bootstrap approach is the associativity of this algebra. In practice, a 

6 Put in an intuitive way, the strong interactions were thought to be mediated by a series of particles 
(the mesons), whose existence could in tum be inferred from a knowledge of the strong interaction. 
The teon bootstrap is borrowed from the baron of Miinchausen, who made a similar-minded attempt 
at flying by pulling on his boot laces. A better analogy is found in the theory of communications, with 
Marshall McLuhan's famous phrase: "the medium is the message." 
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successful application of the bootstrap approach is hopeless, unless the number of 
local fields is finite. This is precisely the case in minimal conformal field theories. 

By a fortunate coincidence, important progress in string theory was realized in 
the same year (1984) by Green and Schwarz [186] (see also [187]). In the years 
that followed, the development of conformal field theory and of string theory often 
went hand-in-hand. In particular, string scattering amplitudes were expressed in 
terms of correlation functions of a conformal field theory defined on the plane 
(tree amplitudes), on the torus (one-loop amplitudes), or on some higher-genus 
Riemann surface. Consistency requirements on the torus (modular invariance) 
turned out to be as fruitful in analyzing critical statistical models (e.g., the Potts 
model) as in constructing consistent string models in four space-time dimensions. 
The name of Cardy is associated with the early discovery of the importance of 
modular invariance in the context of critical statistical models. 

Following the pioneering work of Belavin, Polyakov, and Zamolodchikov, con­
formal field theory has rapidly developed along many directions. The work of 
Zamolodchikov has strongly influenced many of these developments: conformal 
field theories with Lie algebra symmetry (with Knizhnik), theories with higher­
spin fields-the W -a1gebras--or with fractional statistics--parafermions (with 
Fateev), vicinity of the critical point, etc. These developments, and their offspring, 
still constitute active fields of research today and make conformal field theory one 
of the most active areas of research in mathematical physics. 

Contents of this Volume 
This volume is divided into three parts of unequal lengths. Part A (Chapters 1 to 3) 
plays an introductory or preliminary role. Part B (Chapters 4 to 12) describes the 
core of conformal field theory and some of its immediate applications to classical 
statistical systems. Part C (Chapters 13 to 18) deals with conformal field theories 
with current algebras, essentially Wess-Zumino-Witten models. 

Chapters 2 and 3 are preliminary chapters that do not deal with conformal sym­
metry, but provide a background essential to the comprehension of the remainder 
of the book. Readers with experience with quantum field theory and statistical 
mechanics will be able to start reading at Chapter 4. However, those readers might 
want to take a close look at Sections 2.4 and 2.5, dealing with continuous symme­
tries and the energy-momentum tensor, in which some conventions are set on the 
definition of symmetry operations. Chapter 3 provides a general background on 
critical phenomena as a theater of application of conformal invariance. An intro­
duction to the renormalization group is provided, which helps in understanding the 
context in which conformal field theory is useful. We hope that mathematicians 
and entry-level physicists will find these two chapters instructive. 

Part B starts with Chapter 4, which defines conformal transformations in arbi­
trary dimension and derives the basic consequences of conformal invariance on 
classical and quantum field theories, including the form of correlation functions 
and the Ward identities. Chapter 5 adapts these results to two dimensions and in­
troduces the technique of complex (holomorphic and antiholomorphic) variables 
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and components. The notion of operator product expansion is introduced and some 
free-field examples are worked out. Chapter 6 describes the "canonical" quanti­
zation of two-dimensional conformal field theories, including radial quantization, 
the Vrrasoro algebra, mode expansions, and their application to free bosons and 
fermions. The important notions of operator algebra and conformal bootstrap are 
introduced at the end of this chapter. Chapters 5 and 6 thus initiate the core of the 
subject. 

Chapters 7 and 8 are devoted to minimal models, describing critical points of 
discrete two-dimensional statistical systems. Ch~pter 7 presents an overview of 
the subject and some examples, and Chapter 8, which is more technical, provides 
constructive proofs of many of the results presented in the previous chapter. Chap­
ter 9 explains an alternate construction of minimal models, within the so-called 
Coulomb gas approach. This approach offers the simplest route to the calculation 
of four-point correlations. 

Chapter lOis devoted to conformal field theories defined on a torus and issues 
of modular invariance. The torus geometry brings an additional input in the con­
struction of conformal field theories because it forces a consistent fusion of their 
holomorphic and antiholomorphic components. 

Chapter 11 is a basic introduction to conformal field theories defined on finite 
geometries, in particular with boundaries. The two main issues are the influence 
of the size of the system on correlation functions and the interaction of the holo­
morphic and antiholomorphic components of the theory through the boundary. An 
application of these concepts to critical percolation is presented at the end of this 
chapter. 

Chapter 12 is devoted entirely to the two-dimensional Ising model at its critical 
point. The goal is to calculate multipoint correlation functions of the various op­
erators (energy and spin) in different schemes (bosonization and fermionization). 
Ample space is given to an extension of the techniques of previous chapters to the 
torus geometry in the particular case of the Ising model. 

Part C of the book launches the analysis of conformal field theories with addi­
tional symmetries. New symmetries imply the existence of new conserved currents, 
apart from the energy-momentum tensor, the generator of the conformal algebra. 
The complete set of conserved currents span an extended conformal algebra. Part C 
is concerned with the most important class of extended conformal theories, those 
for which the additional currents generate an affine Lie algebra, the physicist's 
"current algebras." 

Affine Lie algebras are introduced in Chapter 14. This is preceded by a detailed 
introduction to the theory of simple Lie algebras in Chapter 13. These two chapters 
are conceptually self-contained, and no background on the theory of Lie algebras 
is required. Chapters 13 and 14 may be safely skipped by readers familiar with 
these subjects. In order to facilitate this omission, we have presented our notation 
in an appendix at the end of each of these chapters. The few sections that are less 
standard are clearly identified in the introduction of each chapter. 

The conformal-field theoretical study of models with Lie algebra invariance, 
called Wess-Zumino-Witten (WZW) models, starts with Chapter 15. Unlike many 
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conformal field theories, these models may be defined in terms of an action func­
tional, in addition to their algebraic formulation-heavily based on the theory of 
integrable representations of affine Lie algebra. A central concept is the Sugawara 
construction, which expresses the energy-momentum tensor in terms ofthe current 
algebra generators. An important part of our analysis of WZW models is devoted 
to their free-field representations. 

The following two chapters are somewhat more technical. Chapter 16 is almost 
completely devoted to the analysis offusion rules, which, roughly speaking, specify 
which three-point functions are nonzero. Chapter 17 explores techniques ensuring 
the compatibility between the field content of a theory with Lie algebra symmetry 
and modular invariance. The full classification of such Lie-symmetric modular 
invariant partition functions is a key step in the classification of all conformal field 
theories and, accordingly, of all string vacua. We stress that these two chapters are 
not essential in understanding most of Chapter 18 which, in contradistinction, is 
more fundamental. 

Quotienting a WZW model, invariant under a Lie group G, by another WZW 
model, invariant with respect to a subgroup of G, produces what is called a coset. 
It is expected that any solvable conformal field theory can be described by some 
coset model. This makes the coset construction one of the very fundamental tools 
in conformal field theory. This is the subject of Chapter 18. 

READING GUIDE 

The size of this book might scare the reader willing to learn some aspects of 
conformal field theory without working through the 850 or so pages that follow. 
The figure on the next page illustrates (imperfectly) the logical flow of the book. We 
hope this short reading guide will propose useful paths through the book. A solid­
line arrow indicates an essential logical dependence, meaning that the target chapter 
could not be well understood without the "mother" chapter. A dashed-line arrow 
indicates a weaker dependence, by which only parts of the target chapter necessitate 
previous reading. Of course, this diagram does no justice to the structure of each 
chapter. At the beginning of each chapter, a short introduction explains the purpose 
of the chapter and describes briefly its content. The chapters belonging to the central 
trunk of this diagram form the core of conformal field theory. Chapters located 
at the left of the diagram play an introductory role, physical or mathematical. 
Chapters located at the right of the diagram contain mostly applications of the 
formalism described in the core chapters, or provide additional information that is 
not essential for an understanding of the formalism of conformal field theory. 

Notes 

Introductory papers on conformal invariance for nonspecialists include that of 
Zuber (370) and Cardy (72). Some texts already published in totality or partly to 
conformal field theory include those of Kaku (227), Christe and Henkel [76), and 
Ketov (235). 
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References on critical phenomena appear at the end of Chapter 3. A pedagogical 
review of some applications of conformal invariance to quantum critical phenom­
ena can be found in Ref. [2]. Deep inelastic scattering is discussed in most texts on 
particle physics and in many texts on quantum field theory, including Ref. [205], 
in which further references can be found. 

H. Weyl's extension of general relativity to include local scale invariance ap­
peared in [353]. Conformal supergravity is reviewed in Ref. [134]. String theory is 
a vast subject, but the monograph of M. Green, J. Schwarz and E. Witten [187] is 
fairly comprehensive. Kaku's text on string theory [226] provides a more concise 
introduction to the subject. Polyakov's formulation of string theory appeared in 
Refs.[297,298]. 

The operator product expansion (or operator algebra) was put forth by K. Wil­
son [356]. The bootstrap approach, based on operator algebra, was proposed by 
Polyakov [296]. The mathematical foundations of the algebraic representation of 
conformal invariance in two dimensions were found by Kac [213] and Feigin 
and Fuchs [127]. The work of Belavin, Polyakov, and Zamolodchikov appears in 
Ref. [36]. 



CHAPTER 2 

Quantum Field Theory 

This chapter provides a quick-and therefore incomplete-introduction to quan­
tum field theory. Those among our readers who know little about it will find here the 
basic material allowing them to appreciate and understand the remaining chapters 
of this book. Section 2.1 explains the canonical quantization of free fields, bosons 
and fermions, starting from a discrete formulation. It is appropriate for readers 
without any previous knowledge of quantum field theory; some experience with 
quantum mechanics remains an essential condition, however. Section 2.2 reviews 
the path-integral formalism of quantum mechanics for a single degree of free­
dom, and then for quantum fields, especially fermions. Section 2.3 introduces the 
central notion of a correlation function, both in the canonical and path-integral 
formalisms. The Wick rotation to imaginary time is performed, with the example 
of the free massive boson illustrating the exponential decay of correlations with 
distance. Section 2.4 explains the meaning of a symmetry transformation and the 
consequences of symmetries in classical and quantum field theories. This section 
deserves special attention--even from experienced readers-because the notion of 
a symmetry transformation and how it is implemented is fundamental to this work. 
Section 2.5 is devoted to the energy-momentum tensor, the conserved current as­
sociated with translation invariance, which plays a central role as the generator of 
confonnal transformations when suitably modified. 

§2.1. Quantum Fields 

2.1.1. The Free Boson 

The simplest system with an infinite number of degrees of freedom is a real scalar 
field q;(x,t), a function of position and time. Its dynamics is specified by an action 
functional S[q;], which explicitly depends on q; and its derivatives. For a generic 
action, the system is not soluble (by this we mean that the quantum stationary 
states cannot be written down). The simplest exception is the free scalar .field, with 
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the following action: 

(2.1) 

.c is the Lagrangian density (usually called Lagrangian by abuse oflanguage) and 
m is the mass of the field (this terminology will be justified below). In a relativistic 
theory, the constant c stands for the speed of light, but in a different context (e.g., 
condensed matter physics) it stands for some characteristic velocity of the theory. 
We shall set c equal to 1, thus using the same units of measure for space and 
time. Our goal here is to solve this system within quantum mechanics, that is, 
to find the eigenstates of the associated Hamiltonian and provide some physical 
interpretation. 

In order to simplify the notation we shall restrict ourselves to one spatial di­
mension. The conceptual difficulties associated with the continuum of degrees 
of freedom may be lifted by replacing space with a discrete lattice of points at 
positions xn = an, where a is the lattice spacing and n is an integer. We shall 
assume that this one-dimensional lattice is finite in extent (with N sites) and that 
the variables defined on it obey periodic boundary conditions (({IN = ({Jo). The 
above Lagrangian L = f dx .c is then replaced by the following expression: 

(2.2) 

In the limit a ~ 0 the action derived from (2.2) tends toward the continuum action 
(2.1). 

The classical dynamics of such a system may be described in the canonical for­
malism, which first requires the introduction of the canonical momentum conjugate 
to the variable rpn: 

(2.3) 

The Hamiltonian function, or total energy, is then 

(2.4) 

If the mass m is set to zero, the above Hamiltonian describes the collective os­
cillations of atoms having their eqUilibrium positions on a regular lattice, with a 
potential energy varying as the square of the interatomic distance l({Jn+1 - ({Jnl. 

The canonical quantization of such a system is done by replacing the classical 
variables ({In and their conjugate momenta trn by operators, and by imposing the 
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following commutation relations at equal times: 

[qJn' 1rmJ = il)nm 

[1rn,1rm1 = [qJn' qJml = 0 
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(2.5) 

It is customary in quantum field theory to work in the Heisenberg picture, that is, 
to give operators a dependence upon time, while keeping the quantum states time­
independent. Notice that we have set Planck's constant equal to 1, which amounts 
to using the same units for momentum and inverse distance, and similarly for 
energy and frequency. 

The Hamiltonian (2.4) does not explicitly depend upon position: it is invariant 
under translations. This motivates the use of discrete Fourier transforms: 

1 N-I . 
'Pk = 'N L e-2mknlN qJn 

Vl'i n=O 
(2.6) 

where the index k takes integer values from 0 to N - 1, since 'Pk+N = 'Pk' However, 
this range is arbitrary, the important point being to restrict summations over k to 
any range of N consecutive integers. Since qJn and 1rn are real, the Hermitian 
conjugates are 

(2.7) 

The Fourier modes 'Pk and irk obey the following commutation rules: 

. N-I 

= ~ L e-2rrin(k-q)IN 

n=O 

(2.8) 

= il)kq 

In terms of these modes, the Hamiltonian (2.4) becomes 

(2.9) 

Since 'Pk and irk obey canonical commutation relations, this is exactly the Hamilto­
nian for a system of uncoupled harmonic oscillators, with frequencies wk defined 
by 

2 2 2 ( 21rk) wk=m +- l-cos--
a2 N 

(2.10) 
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The inverse lattice spacing here plays the role of the harmonic oscillator's mass. 
Following the usual methods, we define raising and lowering operators 

1 ( _ ._) 
ak = ..j2aWk ,awk({Jk + l1rk 

t 1 ( -t .-t) ak = ..j2awk aWk({Jk - l1rk 

(2.11) 

obeying the commutation rules 

(2.12) 

When expressed in terms of these operators, the Hamiltonian takes the form 

1 N-J 

H = 2 ~)a!ak + aka!)wk 
k=O 

N-J 1 
= L(a!ak + 2)Wk 

k=O 

(2.13) 

The ground state 10} of the system is defined by the condition 

aklO} = 0 vk (2.14) 

and the complete set of energy eigenstates is obtained by applying on 10} all 
possible combinations of raising operators: 

Ikl'k2,··· ,kn } = atat ... a!)O} (2.15) 

where the ki are not necessarily different (as written, these states are not necessarily 
normalized). The energy of such a state is 

E[k] = Eo + LWk; (2.16) 

where Eo is the ground state energy: 

1 N-J 

Eo = - L wk (2.17) 
2 k=O 

When N is large and rna « I, Eo behaves like Nla. 
The time evolution of the operators ak is determined by the Heisenberg relation: 

ilk = i[H,ak] = -iwkak (2.18) 

whose solution is 

ak(t) = ak(O)e-i"'kt (2.19) 

From this, (2.6) and (2.11) follows the time dependence of the field itself: 

(2.20) 
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The continuum limit is obtained by sending the lattice spacing a to zero, and the 
number N of sites to 00, while keeping the volume V = Na constant. The infrared 
limit is taken in sending V to 00, while keeping a constant. We now translate the 
relations found above in terms of continuous field operators. The continuum limits 
of the field and conjugate momentum are 

rpn -+ rp(x) !1rn -+ 1r(x) = cP(x) (x = na) (2.21) 
a 

Sums over sites and Kronecker deltas become 

aE-+Jdx 
n=O 

I5nn, -+ al5(x - x') (2.22) 

Therefore, the canonical commutation relations of the field with its conjugate 
momentum become 

[rp(X),1r(X/)] = il5(x - x') (2.23) 

The discrete Fourier index k is replaced by the physical momentum p = 21rkIV. 
Sums over Fourier modes and Kronecker deltas in mode indices become 

1 N-l J dp 
-I:-+ -
V k=o 21r 

(2.24) 

We define the continuum annihilation operator and the associated frequency as 

a(p) = ak../V w(P) = Jm2 +p2 (2.25) 

whose commutation relations are therefore 

[a(p),at(p/)] = (21r)15(p - p') (2.26) 

The field rp(x) admits the following expansion in terms of the continuum creation 
and annihilation operators: 

rp(x) = J ;= {a(P)ei(PX-W(P)t) +at(P)e-i(PX-W(P)t)} (2.27) 

The simplest excited states, the so-called elementary excitations, are of the form 
at(p)IO} with energy 

(2.28) 

This dispersion relation (i.e., the functional relation between energy and momen­
tum) is characteristic of relativistic particles. We thus interpret these elementary 
excitations as particles of mass m and momentump. The states (2.15) physically 
represent a collection of independent particles. The momenta of these particles 
are conserved separately (they are "good quantum numbers"). Since the energy 
of an assembly of particles is simply the sum of the energies of the individual 
particles, we say that these particles do not interact: they are free. Furthermore, 
the states (2.15) are symmetric under the interchange of momenta; ,this follows 
from the commutation rules (2.12). Therefore these particles are bosons, hence the 
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name free boson given to the field rp with action (2.1). We say that these particles 
are the "quanta" of the field rp. The ground state is also called the vacuum, since it 
contains no particles. The Hilbert space constructed from the action of all creation 
operators receives the special name of Fock space. 

The vacuum energy Eo poses a slight conceptual problem. We have seen that 
Eo '" Nla = Vla2• This corresponds to a vacuum energy density of order 1/a2, 

which diverges in the continuum limit. This is the first instance of a "divergence" 
encountered in quantum field theory (it is, of course, due to the infinite number 
of degrees of freedom present in the system). This vacuum energy problem is 
circumvented by defining the energy of a state with respect to the vacuum, which is 
most easily implemented by introducing a "normal ordering" of operators (denoted 
by surrounding colons) which, in a given monomial, puts the operators annihilating 
the vacuum to the right. For instance, 

(2.29) 

By definition the vacuum expectation value (01 : 0: 10} of a normal-ordered 
operator vanishes. Since the ordering of classical quantities is immaterial, the 
canonical quantization procedure necessarily introduces ordering ambiguities in 
the definition of operators like the Hamiltonian. Some of these ambiguities may 
be lifted by requiring the vanishing of vacuum expectation values. 

The expansion (2.27) splits the free Bose field rp into two parts: rp+ and rp- . The 
first one (the positive frequency part) contains only annihilation operators, whereas 
the second one (the negative frequency part) contains only creation operators. The 
positive frequency parts at different points commute, and likewise for the negative 
frequency parts, since the lack of commutativity comes solely from the relation 
(2.12). For instance, the normal-ordered product of rpt = rp(xt ) with rp2 = rp(x2) 
is 

(2.30) 

Finally, we briefly comment on interacting fields. As soon as we depart from the 
simple form (2.1), for instance by adding a term such as grp4, the system is no longer 
exactly soluble. If the coupling constant g is small, one may find approximate 
solutions using perturbation theory. By this we mean a calculation of the transition 
probability amplitude (S matrix) from a given initial state of free particles (with 
definite momenta) to another, final state of particles. The technique of Feynman 
diagrams is especially suited to this task. However, it is not the purpose of this 
introduction to explain standard perturbation theory, since it will not be used in the 
remainder of this book. The interested reader may consult one of the many texts 
on quantum field theory, which devote ample space to diagrammatic techniques. 

Divergences encountered when calculating the vacuum energy density of the 
free field, and attributed to the continuum of degrees of freedom, are still present 
for interacting fields, and are the cause of more severe difficulties. These problems 
have stopped the development of quantum field theory for almost twenty years, 
and were formally resolved with the introduction of renormalization. The inter­
pretation given to this procedure has evolved over the decades. In recent years, 
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it has become customary to regard continuum field theories as approximations to 
more fundamental theories (a natural standpoint in condensed-matter applications 
of quantum field theory). This justifies the use of a cutoff: a lattice spacing, or some 
other kind of regularization that effectively suppresses the degrees of freedom as­
sociated with very small distances. It is thus necessary, in order to make sense of 
a field theory, to know not only its action functional, but also some regularization 
procedure, and an approximate estimate of the cut-off. 

2.1.2. The Free Fermion 

The defining property of fermions is the antisymmetry of many-particle states 
under the exchange of any two particles. In the context of a free-field theory, 
and in terms of mode operators a(p) and at(p), this property follows from 
anticommutation relations: 

{a(p),at(q)} = (2TC)2wp 8(P -q) 

{a(p),a(q)} = {at(p),at(q)} = 0 
(2.31) 

where {a, b} = ab+ba is the anticommutator. However, the canonical quantization 
of a field taking its values in the set of real or complex numbers can lead only to 
commutation relations, as opposed to anticommutation relations. 1 

However, a classical description of Fermi fields can be given in terms of anti­
commuting (or Grassmann) numbers. Appendix 2.B defines these entities, and the 
newcomer should read it through before proceeding. This description is especially 
suited for the extension to fermions of functional integrals (introduced in the next 
section), but it may also be used in the context of canonical quantization. 

We apply to Grassmann variables the same canonical formalism as for real or 
complex variables, except that their anticommuting properties forbid the existence 
in the Lagrangian of terms quadratic in derivatives. Specifically, let us consider a 
discrete set {t/!i} of real Grassmann variables with the Lagrangian 

i . 
L = "2t/!iTijl/Fj - V(l/F) (2.32) 

(repeated indices are summed over). The time derivative titj is still a Grassmann 
number: 

(2.33) 

It follows that only the symmetric part of the matrix Tjj is relevant. Indeed, its 
antisymmetric part couples to 

(2.34) 

I Viewed differently, a given fermionic mode cannot hold more than one particle and consequently 
a Fermi field cannot have a macroscopic value: its classical limit does not exist in terms of real or 
complex numbers. 



22 2. Quantum Field Theory 

which is a total derivative. The kinetic term of the Lagrangian (2.32) is real, as 
is easily seen by taking the complex conjugate. The Euler-Lagrange equations of 
motion are 

or, in matrix notation, 

~= 'T-1<JV -l -
<JVr 

(2.35) 

(2.36) 

These equations are recovered in the quantum case from the Heisenberg time 
evolution equation ~ = i[H, Vr] provided we use the following Hamiltonian and 
anticommutation rules: 

H = V(Vr) (2.37) 

wherein Vrj is now an operator. The proof of this statement is straightforward, and 
is left as an exercise. 

The closest analogue of (2.2) for a system of real Grassmann variables is 

1 N-I • 

L = ii L {aVrn Vrn + Vrn Vrn+l} 
n=O 

(2.38) 

Here a is the lattice spacing and we still assume periodic boundary conditions 
(Vrn+N = Vrn). Notice that a term such as (Vrn+1 - Vrn)2 would automatically 
vanish, being the square of a Grassmann number. The above Lagrangian is real, 
but is not invariant under the parity transformation Vrn - Vr -n (the potential V 
changes sign). The Hamiltonian and anticommutation rules are 

• N-I 

H = -i LVrnVrn+1 
n=O 

(2.39) 

Again, translation invariance motivates the use of Fourier transformed operators: 

~
N-I 

bk = ~ L Vrn e-21riknIN 

n=O 
1 N-I .1. = __ ~ b e21riknlN 

." n ,.f(iiij ~ k 
k=O 

(k E Z) 

(2.40) 

where b -k = bZ. The mode operators bk obey the anticommutation relation 

(2.41) 
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The Hamiltonian H = V is then a sum over modes: 

1 N-I 

H = - LWkbZbk 
2 k=O 

(N-1)12 

= Eo + L WkbZbk 
k>o 

1 . 27rk 
wk = -sm-­

a N 

where for simplicity we have assumed N to be odd, and 

I (N-1)/2 

Eo = -- L wk 
2 bo 

The time evolution of bk follows from the Heisenberg equation: 

bk = i[H,bd = -iwkbk => bk(t) = e-i"'ktbk(O) 
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(2.42) 

(2.43) 

(2.44) 

The definition of the vacuum state for fermions is not exactly the same as for 
bosons. Since bZ = b -k' the condition bk 10} = 0 for all k leads to a Fock space 
made of only one state. This problem did not arise for bosons since aZ =I- a_k 
or, more simply, because the classical Hamiltonian was a real number. This is no 
longer true for fermions: H takes classically its values in a Grassmann algebra 
(see App. 2.B) in which no ordering is defined a priori. The question of which 
classical configuration has the lowest energy is not well defined. The definition 
of the theory must be supplemented with a consistent definition of the vacuum, 
which we choose to be 

0< k:::: NI2 (2.45) 

(we shall treat later the zero mode bo, which does not enter the Hamiltonian). The 
energy eigenstates are then 

(0 < k i :::: NI2) (2.46) 

with energy E = Eo + Ei wk i ' These states are, of course, antisymmetric under 
interchange of particles and are interpreted as free fermions, each with energy 
wk = sin(27rkIN)la. In the continuum limit, this dispersion relation becomes 

ECp) = P p = 27rkl(Na) (2.47) 

These fermions are therefore massless. 
The continuum limit is taken by introducing the continuum field 1/f{x) = V; n 

(x = na). The term V;nV;n+1 becomesa..p(x)axV;(x) and 

L = ~ fax ..p(at + ax)v; (2.48) 

Had we used instead the potential En V;n+lV;n' the sign in front of ax would have 
been the opposite. As noticed above, both choices lead to a violation of parity. 



24 2. Quantum Field Theory 

That symmetry can be restored by considering two Fermi fields l/F1 and l/F2 with 
opposite signs of the potential: 

L = ~ f dx {l/FI(a, + ax)l/FI + l/F2(a, - aX )l/F2} (2.49) 

Under a parity transformation the two fields are interchanged: 

(2.50) 

It is customary to write the above Lagrangian in terms of a two-component field 
\11 = (l/FI' ""2): 

(2.51) 

where \11' is the transpose of \11 and 

0=(0 1) Y 1 0 
1 = (0 -1) 

Y 1 0 (2.52) 

Since the zero mode bo does not enter the Hamiltonian. it commutes with Hand 
therefore any two states Ix) and bolx) are degenerate. including the vacuum 10): 
The whole spectrum is two-fold degenerate. This is no longer true if we impose 
antiperiodic boundary conditions on the lattice fermions: 

(2.53) 

The mode expansion (2.40) still applies. provided the indices k take their values 
among the half-integers ~, ~, .... The remaining part of the argument is identical. 
except that the zero mode bo and the corresponding degeneracy no longer exist. 
The antiperiodic boundary conditions are called Neveu-Schwarz (NS) boundary 
conditions. whereas the periodic ones are called Ramond (R) boundary conditions. 

Another remark is in order, concerning the so-calledfermion doubling problem. 
The energy wk of a single fermion is minimum when k '" 1 or k ....... N12. When 
taking the continuum limit, the second minimum of the dispersion relation disap­
pears, and the corresponding excitations are no longer admitted in the spectrum. 
Viewed the opposite way, additional low-energy excitations appear at the upper 
limit of the momentum range when a continuous theory of fermions is put on a 
lattice. These new excitations have the appearance of a new species of fermions. 
hence the expression "fermion doubling." In fact, there is a doubling of fermions 
for each dimension of space being discretized. 

We treat systems described by complex Grassmann variables l/Fi and 1ii'i (i = 
I, ... , n) in a similar way. A generic Lagrangian is then 

(2.54) 
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where T is Hermitian: Tt = T. The Hamiltonian is still H = V, and the relevant 
anticommutation relations are 

(2.55) 

1/!i and 1/!: being the quantum operators corresponding respectively to the classical 
variables 1/!i and 1iii • The vacuum state can now be defined without problem by the 
condition 

Vi (2.56) 

and the Hilbert space V is spanned by the following states: 

keN (2.57) 

(the above states are not energy eigenstates, however). The dimension of the Hilbert 
space is 

(2.58) 

§2.2. Path Integrals 

The quantum description of a physical system may be done according to two 
equivalent methods, often complementary. The first one, older and better known, 
should be familiar to all our readers: canonical quantization. Classical quantities 
are replaced by operators acting on a vector space in which the states of the sys­
tem reside. The second method, twenty years younger, is called path integration 
or functional integration. It has the advantage of being more intuitive, and of al­
lowing formal manipulations, which, despite their lack of rigor, provide important 
results with the minimum of fuss. In practice, however, these advantages become 
apparent only for systems with an infinite number of degrees of freedom. In other 
cases, its interest is Itlore or less academic and pedagogical. Another advantage of 
path integration resides in its formal analogy with statistical mechanics. This not 
only facilitates the formulation of quantum mechanics (or quantum field theory) 
at finite temperature, but also establishes a correspondence between many classi­
cal statistical systems and quantum field theories. This analogy will be exploited 
throughout many of the following chapters. 

2.2.1. System with One Degree of Freedom 

In this section we shall"derive" the path-integral method from the canonical quan­
tization of a simple system: that of a point particle of mass m moving in an external 
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potential V(x). The Hamiltonian of this system is time-independent: 

H = K + V(x) [x,p] = i (2.59) 

The hat C) distinguishes the quantum operator from the corresponding classical 
quantity. To represent the dynamics we introduce an evolution operator U(t), which 
brings a state 11/1) at time to to the time to + t: 

U(t) = e-iHt (2.60) 

First, we calculate the matrix elements of U(8t) in the basis {Ix)} of position 
eigenstates, where 8t is an infinitesimal time interval. Calculations are done to first 
order in 8t: 

(xle-i(K+V)8t Ix') = (xle-iK8te-iV8teO«8t)2) Ix') 

~ f dp (xle-iK8tlP){ple-iV8tlx') 
2Jr 

f dp { [ p2 (x - x') ] } = - exp -i8t - - P + V(x') 
2Jr 2m 8t 

fi£ { [1 (x - X')2 ] } -- exp i8t -m 2 - V(x') 
2Jri8t 2 8t 

In the first step we have used the approximate relation 

(2.61) 

In the second step we have neglected the terms of order (8t)2 and inserted a 
completeness relation 

f ~~ 1P){p1 = 1 

where Ip) is an eigenstate of momentum, with (x IP) = eipx • In the last step. we 
completed the square and performed a Gaussian integration, which is strictly valid 
only when the time interval8t has a small, negative imaginary part. This assumption 
will be implicit in what foIIows. The quantity in brackets on the last line of (2.61) 
is nothing but the infinitesimal action S(x',x; 8t) corresponding to the passage of 
the system from x' to x in a time 8t. One may therefore write, to first order, 

{xl U(8t) Ix') = J ~ exp is(x',x; 8t) 
2m8t 

(2.62) 

Second, we consider (xfIU(t)lxi), which is the probability amplitude for the 
system, initially at a weII-defined position Xi' to evolve in a finite time t toward the 
position xf' This amplitude is called propagator and may be obtained by dividing 
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the interval of time t in N subintervals tIN and inserting completeness relations: 

m N12fN-l 
(xrIU(t)lxj) = {21ri8t} D dxi (xr IU(tlN)IxN _ 1) 

x (XN _ 1IU(tIN)lxN _ 2 ) ••• (x1 IU(tIN)lxj ) 

The error made in using Eq. (2.62) for each factor is of order lIN2, and the total 
error is of order liN. Therefore, in the large N limit one may write 

{ 
N INI2 f N-l 

(Xr I U(t)lxj ) = lim 2m . n dx1, expiS[x] 
N-+oo mt . 1 

1= 

where S[x] is the action associated with the discrete trajectory Xi' i = 0,1 ... N 
(we take Xo = Xj and xN = xr)' If we define the following "functional integration 
measure": 

[dx] = lim n m. dxi N-l{1ffft I 
N-+oo i=1 21rit 

(2.63) 

we may then write our fundamental result as follows: 

1 (Xr,t) 

(XrIU(t)lxj) = [dx] expiS[x] 
(XioO) 

(2.64) 

where the action is, of course, given by 

S[x] = f dt (~mX2 - Vex») (2.65) 

The interpretation ofEq. (2.64) is the following. Each possible trajectory going 
from Xj to xr in a time t contributes to the amplitude (xrIU(t)lxj) with a weight 
equal to the exponential of i times its action. Within the set of possible trajectories, 
most are highly irregular, but they contribute little overall, since the kinetic term 
4 mX2 drives up their action, and their contributions tend to cancel each other 
because of the oscillating exponential. The trajectories contributing most are those 
around which the phase of the exponential varies the least, that is, those with 
stationary action: the classical trajectories. In order to sharpen this remark, we 
restore the factors of Ii , which have been suppressed so far. Planck's constant has 
the dimensions of action, and we simply have to replace every occurrence of the 
action S by Sli. The classical limit is then valid when the action of the classical 
trajectory is much larger thanli: this is the correspondence principle. Otherwise, 
fluctuations about the classical trajectory are not sufficiently suppressed and a full 
quantum treatment is necessary (i.e., an exact use of Eq. (2.64». 

The propagator may also be used to express the probability amplitude for a state 
l'tfrj) to evolve, after a time t, toward another state l'tfrr)' Indeed, 

('tfrrIU(tr - tj)I'tfrj) = f dxjdxr 'tfr;(xr)'tfrj(xj)(xrIU(tr - tj)lxj) (2.66) 
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where ""i(X) = (xl""i) is the wave function associated with I""i)' and similarly for 
""r(x) = (xl""r)· 

The amplitude (2.64) can be used as a starting point for all of quantum me­
chanics. It is fully equivalent to the Schrodinger equation (in the sense that it 
incorporates the dynamics of the system) and allows for the calculation of the 
same quantities, although in a different manner. We have derived it for a time­
independent Hamiltonian, but only in order to keep the notation as simple as pos­
sible. The result is identical for a time-dependent Hamiltonian, and the derivation 
is almost identical, since it is. the infinitesimal propagator (2.62) that matters. 

2.2.2. Path Integration for Quantum Fields 

The path-integral quantization of a bosonic field is not conceptually more difficult 
than that of a point particle. The integration measure may be defined by dividing 
time and space into infinitesimal intervals and integrating over each field variable 
fP(x, t) at every point. Contrary to canonical quantization, path-integral quanti­
zation does not pick time as a special dimension at the outset. This contributes 
greatly to the apparent simplicity and beauty of the method. In particular, if a field 
theory is Lorentz invariant classically, this invariance is manifestly maintained by 
path-integral quantization. We may then write, without further ado, the probability 
amplitude for the transition between configurations fPi(x, li) and fPr(x, lr) as 

(2.67) 

When dealing with fermions, we need to recast the demonstration of the preced­
ing subsection into the language of Grassmann variables. For the sake of argument, 
let us consider the generic Lagrangian (2.54) involving complex Grassmann vari­
ables. The Hilbert space V is generated by the states (2.57) with complex coeffi­
cients. In order to formulate path integrals for fermions, we need eigenstates of the 
operators ""i' in analogy with the eigenstates Ix) of position in ordinary quantum 
mechanics. This is impossible within V since it is a vector space over C, whereas 
we need Grassmann eigenValues. We must therefore work in an extended space 
V ® A (A is the Grassmann algebra) in which the coefficients can be Grassmann 
numbers.2 In this extended space, we introduce an overcomplete basis of states 
I~) = 1~1'··· '~n) defined by 

(2.68) 

where ~i is a complex Grassmann number. These are called coherent states and 
satisfy the following three important properties: 

(2.69a) 

2 This is not so different from ordinary quantum mechanics, since the states Ix) are not bona fide 
members of the physical Hilbert space, not being properly nonnalizable. 
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1 = (det n-1 f d~dl; II;) exp( -l;tTI;) (I;I 

(1;11;') = exp( -l;tTI;') 
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(2.69b) 

(2.69c) 

Given any state 1\11), we define its wavefunction as \11(1;) = (1;1\11). The time 
evolution of the wavefunction is then given by 

\11(1;, t) = (1;Ie-iHt 1\11) 

= (detT)-1 f d~'dl;' (1;Ie-iHtll;') exp(-l;'tTI;') (I;' I \II) (2.70) 

= f d(dl;' K(t, 1;, 1;')\11(1;', 0) 

where we have defined the propagator 

K(t, 1;, 1;') = (detT)-I(l;le-iHtll;') exp(-I;'fTI;') (2.71) 

which is the kernel of the evolution operator for wavefunctions. 
In evaluating (1;Ie- iHt 11;') , we face the following difficulty: in the Hamiltonian 

H = V( 1/It , 1/1), the conjugate operators 1/1] sit at the left of the 1/Ii. But this is not 
true of the exponential e-iHt . Therefore we cannot use property (2.69a) to evaluate 
the propagator for arbitrary t. However, for t infinitesimal, we may expand the 
exponential to first order in 8t and use (2.69a): 

(1;Ie-iVtll;') ~ (1;1 (1 - i8tV(1/It, 1/1») 11;') 

= (1 - i8tV(~,I;'») (1;11;') (2.72) 

In so doing we commit only an error of order (8t)2. Therefore, to first order in 8t, 
the propagator may be written as 

K(8t, 1;, 1;') = (det T)-l exp [-l;tTI;' -l;tfTI;' - i8tV(~, 1;)] 

= (det T)-l exp {(i8t) [ -i (I; ~tl;')t TI;' - V(~, I;)]} 
= (detT)-1 expiS(~,I;; 8t) 

(2.73) 

where, of course, S( ~, 1;; 8t) is the infinitesimal action for a trajectory in the classical 
(Grassmann) configurati~n space going from I; to 1;' in a time 8t. We used the 

property i1[,iTij'if,j = -i1[,iTij1/lj. 
From this expression for the infinitesimal propagator, the finite time propagator 

follows exactly in the same way as for bosons. As the time slices 8t and the lattice 
spacing go to zero, the path integration measure is written as 

(det n-1 n d~idl;i -+ [d~dl;] 
i 

(2.74) 
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wherein the index i distinguishes between not only the different fermionic degrees 
of freedom, but also the different time slices. From now on we will use the same 
symbol for the Grassmann variables appearing in the functional integral and the 
fermionic operators (~ -+ 'I/F). The transition amplitude between the classical field 
configurations 'l/Fi(x, ti) and 'l/Fr(x, tr ) is then written as 

(2.75) 

§2.3. Correlation Functions 

Quantum field theory traditionally deals with scattering amplitudes between var­
ious asymptotic states (free particles). In practice these amplitudes are given by 
Green functions, or, by analogy with statistical mechanics, correlationjunctions.3 

2.3.1. System with One Degree of Freedom 

For a point particle, the n-point correlation function is defined as 

(x(t l )x(t2)· . . x(t,,» = (01']' (X(t l )· .. x(t,,» 10) (2.76) 

where 10) is the ground state (or vacuum) and ']' is the time ordering operator, 
which sorts the factors that follow in chronological order from right to left: 

'J(x(tl )·· .x(t,,» = x(tl )· . . x(t,,) if tl > t2 > ... > t" 

Correlation functions can be calculated by path integration as follows: 

( ( )x() ( » I· j[dx]x(t l )·· .x(t,,)expiS£[x(t)] 
x t t· .. x t = 1m ~----::--=--:---=----=':-:--"---

I 2 " £-+0 j[dx]expiS£[x(t)] 

(2.77) 

(2.78) 

where S£ is the action obtained by replacing t by t(l - ie) (complex time) and 
where the functional integral is taken with bounds at t -+ ±oo. 

To prove this, we notice that4 

~(t) iHt~ -iHt X =e xe (2.79) 

(x being taken at time t = 0). Therefore, 

(0IieiH(t2-t')ieiH(t3-t2) •.. xlO) 
(x(t l )x(t2)·· ·x(t,,» = (OleiH(t,,-t , ) 10) (2.80) 

3 To be more precise, the relationship between scattering amplitudes and Green functions is given 
by the so-called reduction formulas. 

4 Again we consider a time-independent Hamiltonian for simplicity, although the resuJt is quite 
general. 
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The outermost exponentials have been converted into a denominator, since 10) is an 
eigenstate of H (the normalization (010) = 1 is assumed). Now, let IVri) and IVrr) 
be two arbitrary states with a component along the vacuum 10) (i.e., (OIVri,f) =1= 0) 
and let us consider a general ratio of the type 

(010110) 

(010210) 

where 0 1,2 are two generic operators. This ratio is equal to 

. (Vrf le-iTrH(I-ie)Ole-iT;H(I-ie) IVri) 

T;,¥,~oo (Vrrle-iTrH(I-ie)02e-iT;H(I-ie)IVri) 

Indeed, if In) is the energy eigenstate with energy En' we have 

e-iT;H(I-ie) IVri) L e-iT;H(I-ie) In) (nIVri) 
n 

n 

-+ e-iT;Eo(l-ie)IO)(OIVri) if E -+ 0, Ti -+ 00 

(2.81) 

(2.82) 

Of course, this strictly holds only if the vacuum is nondegenerate and if there is an 
energy gap between the vacuum and the first excited state. The r.h.s. of Eq. (2.80) 
may now be written as 

. (Vrr le-iHTr(l-ie)xe-iH(t,-t2)(I-ie) ... ie-iHT;(I-ie) IVri) 

T;W~OO (1/rf le-iH(Tr+T;+t,-tn )(I-ie) IVri) 
c~o 

(2.83) 

By inserting completeness relations at each x and replacing each evolution operator 
by a path integral, we obtain 

rr 
]x; [d.x(t)] Vr;(xr)Vr(Xi)X(t l )·· .x(tn)eiS.[x(t)) (2.84) 

for the numerator (Xi and xr are taken at t -+ =foo, respectively). Each occurrence 
of x initially at time ti has been replaced by the integration variable Xi corresponding 
to time ti . Since the wavefunctions Vril are arbitrary, one may choose Vri(xi) = 
Vrr(xr) = 1, which concludes the demonstration ofEq. (2.78). 

The time-ordering prescription may appear artificial within canonical quanti­
zation, but it is necessary to ensure convergence of the vacuum expectation values, 
assuming that a ground state exists with energy bounded from below. Notice, how­
ever, that this prescription is automatically satisfied (and hence completely natural) 
in the path-integral formalism. 

2.3.2. The Euclidian Fonnalism 

The E prescription, that is, replacing t by t( 1 - iE), is crucial in the derivation of for­
mula (2.78). It is customary in quantum field theory to "saturate" this prescription, 
that is, to define all correlation functions in imaginary time t = -ir (r E JR) and 
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to integrate over time along the imaginary axis. The underlying assumption is, of 
course, that correlation functions may be analytically continued from imaginary 
time to real time. Since the space-time metric goes from the Minkowski to the 
Euclidian form when t -+ -ir, we call this imaginary time method the Euclidian 
formalism. Formula (2.78) for the correlation functions then becomes (we redefine 
x( -ir) as x( 1'» 

J[dx]x(1'I)· . ·x(1',,) exp -SE[X(1')] 

j[dx] exp -SE[X( 1')] 

where S E is the Euclidian action: 

iSE[x(1')] = S[x(t -+ -ir)] 

(2.85) 

(2.86) 

The Euclidian action is the integral over imaginary time of the Euclidian 
Lagrangian LE : 

LE(x(1'» = -L(x(t -+ -ir» (2.87) 

We define likewise a Euclidian Lagrangian density CEo For instance, the Euclidian 
action of a point particle of mass m is 

(2.88) 

The Euclidian Lagrangian is then equal to the real-time Hamiltonian in this case 
(this is not true for fermions), hence the perfect analogy with classical statistical 
mechanics (see the next chapter). The other advantage of the Euclidian formalism 
is that path integrals are then much better defined than in Minkowski space-time. 
The oscillatory behavior that suppressed the contribution oflarge action trajectories 
is replaced by a simple exponential damping. Indeed, a more rigorous approach 
to path integration consists in defining path integrals and correlation functions in 
Euclidian space, and obtaining physical quantities through analytic continuation. 

Important note: Unless otherwise indicated, we shall from now on work within 
the Euclidian formalism, and we shall drop the subscript E from the Euclidian 
action and replace l' by t. 

Since the passage to Euclidian time affects the space-time metric, this is a good 
place to state our conventions in this respect. We denote by 7J /L v the diagonal metric 
tensor of flat d-dimensional space-time: 

( 
diag(I, -1, ... , -1) (Minkowski) 

TJ/LV = diag(I, 1, ... ,1) (Euclidian) 
(2.89) 

The notation TJ/LV is reserved for the metric tensor in a coordinate system that is not 
necessarily Cartesian. Boldface characters will denote points in Euclidian space­
time (e.g., x,y, and so on). From here on the covariant notation will be used, with 
the summation convention for repeated (contracted) indices and the usual rules for 
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converting between covariant and contravariant indices. Thus, 

d 

and 

I1ll- vall-bv means L I1ll- vall-bv 

ll-,v=1 

2.3.3. The Generating Functional 
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(2.90) 

(2.91) 

Correlation functions may be formally generated through the so-called generating 
functional: 

ZU) = ! [dx(t») exp - {S[x(t») - ! dt j(t)X(t)} (2.92) 

where j(t) is an auxiliary "current" coupled linearly to the dynamical variable x. 
Formula (2.85) may be recast into 

ZU) = Z[O)(exp ! dtj(t)x(t» 

= Z[O) 'to! dtl···dtn ~!j(tl)··-j(tn)(X(tl)···X(tn» 
or, equivalently, 

(x(t l )·· .x(tn» = Z[Orl-._d_ ... -._d_ZU)J 
d/(t I) dl(tn) j=O 

(2.93) 

(2.94) 

This definition is easily extended to a quantum field cp(x). The current is then a 
function j(x) of Euclidian space-time: 

ZU) = Z[O)(exp ! ddx j(x)cp(x» (2.95) 

If the field is fermionic, then the current j is a Grassmann number and care must be 
given to the ordering of the functional derivatives (2.94). By analogy with statistical 
mechanics, the generating functional at zero current Z[O) is called the partition 
function. 

2.3.4. Example: The Free Boson 

In two dimensions, the free boson has the following Euclidian action: 

S = ~g ! d2x {8Il-qliY"qI + m2q12} (2.96) 

where g is some normalization parameter that we leave unspecified at the moment. 
We first calculate the two-point function, or propagator: 

K(x,y) = (qI(x)qI(y» (2.97) 
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If we write the action as 

S = ~ J tPxd2y rp(x)A(x,y)rp(y) (2.98) 

whereA(x,y) = gc5(x-y)( _a2 +m2), the propagatoris thenK(x,y) = A-I(x,y), 
or 

g(-a; + m2)K(x,y) = c5(x - y) (2.99) 

This follows from a continuous generalization of the results of App. 2.A on Gaus­
sian integrals. This differential equation may also be derived from the quantum 
equivalent of the equations of motion, as done in Ex. (2.2). Because of rotation and 
translation invariance, the propagator K(x, y) should depend only on the distance 
r = Ix - y I separating the two points, and we set K(x,y) = K(r). Integrating (2.99) 
over x within a disk D of radius r centered around y, we find 

1 =2rrg r dpp(-.!.~(PK'(p»+m2K(p») 10 pap 

= 2rrg { -rK'(r) + m21T dp PK(P)} 

(2.100) 

where K'(r) = dKJdr. The massless case (m = 0) can be solved immediately, the 
solution being, up to an additive constant, 

or, in other words, 

1 
K(r) = --In r (2.101) 

2rrg 

1 
(rp(x )rp(y» = - - In (x _ y)2 

4rrg 
(2.102) 

The massive case is solved by taking one more derivative with respect to r, 
which leads to the modified Bessel equation of order 0: 

K" + .!.K' - m 2K = 0 (2.103) 
r 

On physical grounds we are interested in solutions that decay at infinity, and 
therefore 

1 
K(r) = -2 Ko(mr) 

rrg 

where Ko is the modified Bessel function of order 0: 

Ko(x) = roo dt cos(xt) (x > 0) 
10 .Jt2 + 1 

(2.104) 

(2.105) 

The constant factor 1I2rrg may be checked by taking the limit r -+ O. At large 
distances (i.e., when mr » 1) the modified Bessel function decays exponentially 
and 

K(r) ,..., e-mT (2.106) 
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This is also obvious from (2.103) when the second term is neglected. It is a generic 
feature of massive fields that correlation functions decay exponentially, with a 
characteristic length (the correlation length) equal to the inverse mass. 

From the elementary Gaussian integral (2.209), it is a simple matter to argue 
that the generating functional (2.95) for the free boson is equal to 

ZU) = Z[O) exp {~ f ddxddy j(X)K(X,Y)j(y)} (2.107) 

2.3.5. Wick's Theorem 

We have defined two special orderings on field operators: normal ordering, which 
places all annihilation operators on the right, and time ordering, which sorts op­
erators in chronological order. The first guarantees the vanishing of the vacuum 
expectation value, and the second expresses correlation functions in terms of a 
vacuum expectation value. Wick's theorem relates these two orderings in the case 
of free fields and will often be useful in subsequent chapters. 

Before stating the theorem, we must define the contraction of two operators 
within a normal order. Given the product: ¢\ ... ¢n :, the contraction of ¢i with ¢j 
is simply the omission of these two operators from the normal order and their re­
placement by the two-point function (¢\ ¢2). We denote the contraction by brackets 
and write 

.---, 
:¢\¢2¢3¢4: = :¢\¢3: (¢2¢4) (2.108) 

Now, the theorem itself: The time-ordered product is equal to the normal­
ordered product, plus all possible ways of contracting pairs of fields within it. 
For instance, 

.---. r---J 

:¢1¢2¢3¢4: + :¢\¢2¢3¢4: + :¢\¢2¢3¢4: + 
I I r-1 ~ 

:¢\¢2¢3¢4: + :¢1¢2¢3¢4: + :¢\¢2¢3¢4: + 
.---. .---..---. r-FiI 

:¢\¢2¢3¢4: + :¢\¢2¢3¢4: + :¢\¢2¢3¢4: + 
I .---. I 

:¢\¢2¢3¢4: 

The simplest application of Wick's theorem is the following relation: 

'J(¢1¢2) = :¢1¢2: + {¢\¢2} 

(2.109) 

(2.110) 

This relation is rather obvious, since, for a Lagrangian quadratic in ¢ (a free field), 
the only difference between 'J'(¢\¢2) and : ¢\¢2 : comes from a rearrangement 
of the factors involving c-number commutators only. The difference can thus be 
evaluated by taking a vacuum expectation value, which leads directly to (2.110). 
The general form of Wick's theorem can be proven by recursion. The proof will 
not be given here, but can be found in standard texts on quantum field theory. 
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Wick's theorem also applies to free fermions, with the difference that a sign must 
be included in front of each term, according to the number of anticommutations 
required to bring the contracted fields next to each other. For instance, Eq. (2.109) 
applied to Fermi fields '1/11,4 becomes 

ro ,.--, 
:'1/11'1/12'1/13'1/14: + :'1/11'1/12'1/13'1/14: - :'1/11'1/12'1/13'1/14: + 

I r-1 I 
:'1/11 '1/12'1/13'1/14: 

§2.4. Symmetries and Conservation Laws 

(2.111) 

One cannot overemphasize the importance of symmetries in physics. Indeed, this 
whole book is nothing but an analysis of the consequences of scale invariance for 
two-dimensional systems. In this section we give the precise meaning of symme­
tries in the context of a generic field theory and derive Noether's theorem, which 
states that to every continuous symmetry of a field theory corresponds a conserved 
current, and hence a conserved "charge." 

2.4.1. Continuous Symmetry Transformations 

Consider a collection of fields, which we collectively denote by c;I>. The action 
functional will depend in general on c;I> and its first derivatives: 

(2.112) 

In this section we study the effect, on the action functional, of a transformation 
affecting in general both the position and the fields: 

x-+x' 
c;I>(x) -+ c;I>'(x') 

(2.113) 

In these transformations the new position x' is a function of x and the new field c;I>' 

at x' is expressed as a function of the old field c;I> at x: 

c;I>'(x') = F(c;I>(x» (2.114) 

This is an important point: the field c;I>, considered as a mapping from space-time 
to some target space M (c;I> : IRd -+ M), is affected by the transformation (2.113) 
in two ways: first by the functional change c;I>' = F( c;I», and second by the change 
of argument x -+ x'. This way of looking at symmetry transformations is often 
called "active", in opposition to a "passive" point of view, in which the mapping 
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\ cI>' • - - - - - - -

\ x' 
, , 
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Figure 2.1. Pictorial representation of an active transformation, here a rotation. The arrows 
stand for a vector field that undergoes an internal rotation identical to that of the coordinate. 
Notice that this particular transformation is simpler to understand from a passive point of 
view, in which the observer rotates in the opposite direction. 

x ~ x' is viewed simply as a coordinate transformation. The active point of view 
is illustrated in Fig. 2.1. 

The change of the action functional under the transformation (2.113) is obtained 
by substituting the new function <I>'(x) for the function <I>(x) (we note that the 
argument x is the same in both cases). In other words, the new action is 

5' = f tJdx C( <1>' (x), all <I>'(x» 

= f ddx' C( <1>' (x'), a~ <I>'(x'» 

= f ddx' C(F(<I>(x», a~F(<I>(x))) 

= f ddx 1:IC(F(<I>(X»,(axVlax'll)avF(<I>(X») 

(2.115) 

In the second line, we have performed a change of integration variables x ~ x' 
according to the transformation (2.113), which allows us to express <1>' (x') in terms 
of <I>(x) in the third line. In the last line, we express x' in terms of x. 

We now consider some examples, starting with a rather trivial one: a translation, 
defined as 

x' =x+a 

<I>'(x + a) = <I>(x) 
(2.116) 

Here axv lax'll = «5; and F is trivial. It follows that 5' = 5. The action is invariant 
under translations, unless it depends explicitly on position. 

Next, we consider a Lorentz transformation. In general it takes the following 
form: 

X'1l = All ~v 

<I>'(Ax) = LA <I> (x) 
(2.117) 
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where A is a matrix satisfying 

Tlp.vAp. pAv u = Tlpu (2.118) 

and where LA is another matrix, depending on A and acting on cI> if the latter has 
more than one component. The set of matrices A obeying the constraint (2.118) 
forms a group: the Lorentz group. The matrices LA form a representation of the 
Lorentz group. In Euclidian space-time, Lorentz transformations are simply ro­
tations. The difference between Minkowski and Euclidian space-time lies in the 
metric Tlp.v' and does not affect the rest of the present discussion. In d-dimensional 
Minkowski space-time, the Lorentz group is isomorphic to SO(d - 1, 1), the group 
of pseudo-orthogonal rotations. In two-dimensional Euclidian space-time, in which 
will be set the action of the near totality of this book, the rotation group is SO(2), 
which is Abelian (commutative) and therefore admits only one-dimensional irre­
ducible representations. The fields are then characterized by a (real) value of the 
planar spin. 

Because of the condition (2.118), the Jacobian lax'laxl is unity and the 
transformed action is 

(2.119) 

For a scalar field ({J the representation is trivial (LA = 1) and the action is invariant 
under Lorentz transformations (S' = S) if the derivatives ap' appear in a Lorentz­
invariant way. The most general Lorentz-invariant Lagrangian containing at most 
two derivatives is then 

(2.120) 

where f and g are arbitrary functions (these functions are not arbitrary if further 
conditions, like renormalizability, are imposed). 

Scale transformations will playa central part in this work. They are defined as 

x' =Ax 

cI>'(Ax) = A -dcl>(X) 
(2.121) 

where A is the dilation factor and where Il. is the scaling dimension of the field cI>. 
Since the Jacobian of this transformation is 1ax'laxl = Ad, the transformed action 
is 

(2.122) 

We consider in particular the action of a massless scalar field ({J in space-time 
dimension d: 

S[({J] = f ~x ap.({JiJP'({J (2.123) 

We check that this action is scale invariant provided we make the choice 

1 
Il. = -d - 1 (2.124) 

2 
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A power qII may be added to the Lagrangian while preserving the scale invariance 
of the action provided An = d, or n = 2d1(d - 2). The only possibilities for n 
even (ensuring stability) are a qJ6 term in d = 3 and a qJ4 term in d = 4. 

Finally, various transformations may be defined that affect only the field <I> 
and not the coordinates. The simplest example is that of a complex field with 
an action invariant under global phase transformations <I>'(x) = ei8<1>(x). A more 
complicated example is that of a multi-component field <I> transforming as <1>' (x) = 
Rw <I>(x) where Rw belongs to some representation of a Lie group parametrized by 
the group coordinate w. 

2.4.2. Infinitesimal Transfonnations and Noether's Theorem 

We now study the effect of infinitesimal transformations on the action. Such 
transformations may in general be written as 

~J.L 
x'J.L =xJ.L+ W -

a8wa 

8F 
<I>'(x') = <I>(x) + wa-(x) 

8wa 

(2.125) 

Here {wa } is a set of infinitesimal parameters, which we shall keep to first order 
only. It is customary to define the generator G a of a symmetry transformation by 
the following expression for the infinitesimal transformation at a same point: 

(2.126) 

We may relate this definition to Eq~ (2.125) by noting that, to first order in wa ' 

8F 
<I>'(x') = <I>(x) + wa-(x) 

8wa 
(2.127) 

The explicit expression for the generator is therefore 

~J.L 8F 
iG <I> = -a <I> - - (2.128) 

a 8wa J.L 8wa 

We consider here some examples. For an infinitesimal translation by a vector 
wJ.L (the index a becomes here a space-time index) one has ~J.L18wIJ = 8~ and 
8FI8wIJ = O. Therefore the generator of translations is simply 

An infinitesimal Lorentz transformation has the form 

x'J.L = xJ.L + wJl. ~IJ 

=xJ.L +w nPJ.LxIJ pIJ" 

(2.129) 

(2.130) 
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Substitution into the condition (2.118) yields the antisymmetry property wpv = 
-wvp • A general transformation has thus 4d(d - 1) parameters. Using this an­
tisymmetry, one may write the variation of the coordinate under an infinitesimal 
Lorentz transformation as 

~IL = !(rllLxV _ "VILXP) 
&upv 2 

(2.131) 

Its effect on the generic field <I> is 

(2.132) 

where Spv is some Hermitian matrix obeying the Lorentz algebra. From (2.128), 
one therefore writes 

!iw UV<I> =!w (xv(Y' - xpaV)<I> + !iw Spv<I> (2.133) 
2 Pv 2 Pv 2 Pv 

where LPv is the generator. The factor of 4 preceding w pv in the definitions of LPv 
and Spv compensates for the double counting of transformation parameters caused 
by the full contraction of indices. The generators of Lorentz transformations are 
thus 

(2.134) 

We now demonstrate Noether's theorem, which states that to every continuous 
symmetry of the action one may associate a current that is classically conserved. 
Given such a symmetry, the action is invariant under the transformation (2.125) 
only if the transformation is rigid, that is, if the parameters wa are independent 
of position. However, an especially elegant way to derive Noether's theorem is to 
suppose, as we will, that the infinitesimal transformation (2.125) is not rigid, with 
wa depending on the position. 

From the last of Eqs. (2.115), we may write the effect on the action of the 
infinitesimal transformation (2.125). To first order, the Jacobian matrix is 

ax'v ( ~V) 
axIL =~; + aIL wa ~wa (2.135) 

The determinant of this matrix may be calculated to first order from the formula 

det(1 +E) ~ 1 + TrE (E small) (2.136) 

We obtain 

(2.137) 

The inverse Jacobian matrix may be obtained to first order simply by reversing the 
sign of the transformation parameter: 

axv ( ~V) 
ax'lL =~; - aIL wa ~wa (2.138) 
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With the help of these preliminary steps, the transformed action S' may be written 
as 

(2.139) 

x e (<I> +wa l3:F , [l3~ - alL (wa(c5x"/l3wa»] (a,,<I> + a" [Wa(l3:F/l3Wa)])) 
l3wa 

The variation l3S = S' - S of the action contains terms with no derivatives of wa. 
These sum up to zero if the action is symmetric under rigid transformations. Then 
l3S involves only the first derivatives of wa ' obtained by expanding the Lagrangian. 
We write 

l3S = - f dx I·IL a W a IL a (2.140) 

where 

·IL _ { ae a <I> _ l31L e} l3x" _ ~ l3:F 
la - a(alL <1» " " l3wa a(all <1» l3wa 

(2.141) 

The quantity i:: is called the current associated with the infinitesimal transformation 
(2.125). Integration by parts yields 

l3S = f tFx aj~ wa (2.142) 

Now comes Noether's theorem: if the field configuration obeys the classical equa­
tions of motion, the action is stationary against any variation of the fields. In 
other words, l3S should vanish for any position-dependent parameters wa(x). This 
implies the conservation law 

(2.143) 

In words, every continuous symmetry implies the existence of a current given by 
(2.141), which is classically conserved. 

The conserved charge associated with if: is 

(2.144) 

where I~ is the time component of i::, and dd-lx stands for the purely spatial 
integration measure.5 Its time derivative indeed vanishes: 

Qa = f tJd-lx ao1~ 

= - f tJd-lx a/ 

= - Lid(i 

(2.145) 

5 In Euclidian space-time, the distinction between "time" and "space" is somewhat arbitrary. 
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where dui is a surface element at spatial infinity (Latin indices are summed over 
the "spatial" dimensions only). Therefore Qa = 0, provided the current i vanishes 
sufficiently rapidly as x -+ 00 • 

The expression (2.141) for the conserved current is termed "canonical", imply­
ing that there are other admissible expressions. In fact we may freely add to it the 
divergence of an antisymmetric tensor without affecting its conservation: 

B~/L = -B~" (2.146) 

Indeed, a /L avB~/L = 0 by antisymmetry. The definition of i:: is therefore ambiguous 
to some extent. 

We stress here that Noether's theorem is a classical result that says little about 
the quantum realization of the symmetries. We shall see that classical symmetries 
imply constraints on correlation functions (the Ward identities). However, it may 
happen that the path integration measure does not possess the symmetry of the 
action, in which case that symmetry is said to be anomalous. 

2.4.3. Transformation of the Correlation Functions 

Classically, the invariance of the action under a continuous symmetry implies the 
existence of a conserved current. At the quantum level, correlation functions are 
the main object of study, and a continuous symmetry leads to constraints relating 
different correlation functions. 

Consider again a theory involving a collection of fields <I> with an action S[<I>] 
invariant under a transformation of the type (2.113). Consider then the general 
correlation function 

(2.147) 

where Z is the vacuum functional. The consequence of the symmetry of the action 
and of the invariance of the functional integration measure under the transformation 
(2.113) is the following identity: 

(2.148) 

where the mapping F describes the functional change of the field under 
the transformation, as in Eq. (2.114). The demonstration of this identity is 
straightforward: 

(<I>(X;) .. ·cI»(x~» = ~ j[d<l>] <I>(x~)···<I>(x~)exp-S[<I>] 

= ~ j[d<l>'] <I>'(x~) ... <I>'(x~)exp-S[cI»'] 

= ~ j [d<l>] F(<I>(x t»··· F(<I>(xn» exp -S[<I>] 

= (F(<I>(x t»·· . F(<I>(xn») 

(2.149) 
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An explanation is in order. In going from the first to the second line of Eq. (2.149) 
we have just renamed the dummy integration variable <I> -+ <1>', without performing 
a real change of integration variables. In going from the second to the third line 
we have performed a change of functional integration variables, in which <I>'(x') 
is expressed in terms of <I>(x). We know by hypothesis that the action is invariant 
under such a change, which should be carried through as in Eq. (2.115). We need 
the further hypothesis that the Jacobian of this change of variable is trivial (i.e., 
does not depend on the field <1». This is in fact the main obstacle to conformal 
invariance in a quantum symmetry: the action may well be scale invariant, but the 
measure is not because of the regularization procedure needed to define it properly. 

For instance, invariance under translation x' = x + a has the following 
consequence on the correlation functions: 

(2.150) 

In words, only the relative positions of the fields are important in a correlator. 
Likewise, Lorentz invariance has the following effect on correlators of scalar fields: 

(<I>(N1 v-XD· .. <I>(N1 v-X~)} = (<I>(xf)· .. <I>(x~)} (2.151) 

Finally, scale invariance implies the following relation for correlators of a 
collection of fields rP; with scaling dimensions 8; (cf. Eq. (2.121»: 

(rPI(J.xI).·.rPn(J.xn)} = >..-6) ••• >..-6n {rPI(X1) •.. rPn(xn)} (2.152) 

We shall come back to these relations in Chap. 4. 

2.4.4. Ward Identities 

The consequence of a symmetry of the action and the measure on correlation 
functions may also be expressed via the so-called Ward identities, which we shall 
now demonstrate. An infinitesimal transformation may be written in terms of the 
generators as 

(2.153) 

where wa is a collection of infinitesimal, constant parameters. Note that the posi­
tions are the same on both sides of this expression. We make a change of functional 
integration variables in the correlation function (2.147), in the form of the above 
infinitesimal transformation with wa now a function of x. The action is not invariant 
under such a local transformation, its variation being given by (2.142). Denoting 
by X the collection <I>(x l )··· <I>(xn ) of fields in the correlation function and by 
~;X its variation under the transformation, we can write 

{X} = ~ f [d<l>'] (X + c5X) exp - {S[<I>] + f dx aj:wa(x)} (2.154) 

We again assume that the functional integration measure is invariant under the 
local transformation (i.e., [d<l>'] = [d<l>]). When expanded to first order in wa(x), 
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the above yields 

(15K) = f dx aIL (j~(x)X)wa(x) 
The variation 8X is explicitly given by 

n 

15K = -i L (Cl>(x1)··· GaCl>(xj).·. Cl>(xn » wa(xj) 
j=1 

= -i J dx wa(x) 1; {Cl>(x1)·· • GaCl>(Xj) ... Cl>(xn )} 8(x -Xj) 

(2.155) 

(2.156) 

Since (2.155) holds for any infinitesimal function wa(x), we may write the 
following local relation: 

~(j·IL(X)Cl>(XI)··· Cl>(x » axIL a n 

n (2.157) 
= -<I)(x - x;)(Cl>(x1)··· GaCl>(xj) .•• Cl>(xn» 

j=1 

This is the Ward identity for the current j~ . Note that the form of the current may be 
modified from the canonical definition (2.141) without affecting the Ward identity, 
if one adds to j~ a quantity that is divergenceless identically (i.e., without using 
the equations of motion), such as in Eq. (2.146). 

We integrate the Ward identity (2.157) over a region of space-time that includes 
all the points Xj. On the left-hand side (l.h.s.), we obtain a surface integral 

1 dslL (j~(X)Cl>(XI)··· Cl>(xn» (2.158) 

which vanishes, since the hypersurface E may be sent to infinity without affecting 
the integral: indeed, the divergence a IL (j~ X) vanishes away from the points Xi and 
the correlator (j~(x)X) goes to zero sufficiently fast as X ~ 00, by hypothesis. 
For the right-hand side (r.h.s.) ofEq. (2.157), this implies 

n 

8w (Cl>(x l )··· Cl>(xn» == -iwa L(Cl>(xl)GaCl>(Xi )··· Cl>(xn» = 0 (2.159) 
j=1 

In other words, the variation of the correlator under an infinitesimal transformation 
vanishes. This is simply the infinitesimal version of Eq. (2.149) (see also the 
definition (2.126». 

The Ward identity allows us to identify the conserved charge 

Qa = f tJd-lx 1~(X) (2.160) 

as the generator of the symmetry transformation in the Hilbert space of quantum 
states. Let Y = <ll(xz)· .. Cl>(xn ) and suppose that the time t = x? is different from 
all the times in Y. We integrate the Ward identity (2.157) in a very thin "pill box" 
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bounded by t_ < t, by t+ > t, and by spatial infinity, which excludes all the other 
points x2 ,· •• ,xn • The integral of the l.h.s. of (2.157) is converted into a surface 
integral and yields 

(2.161) 

Remembering that a correlation function is the vacuum expectation value of a 
time-ordered product in the operator formalism, and assuming, for the sake of 
argument, that all other times x? are greater than t, we write, in the limit t _ ~ t +, 

(OI[Qa' <I>(xt)]YIO) = -i(OIGa<l>(xt)YIO) (2.162) 

This being true for an arbitrary set of fields Y, we conclude that 

(2.163) 

In other words, the conserved charge Qa is the generator of the infinitesimal sym­
metry transformations in the operator formalism. Of course, these identities are 
obtained in the Euclidian formalism. An easy way to go back to Minkowski space­
time is to replace the charge Q by -iQ, since it is the outcome of an integration 
of the time-like component of a vector. 

§2.5. The Energy-Momentum Tensor 

Here we apply the general results of the previous section to the invariance of a 
theory with respect to translations and rotations (or Lorentz transformations). The 
conserved current associated with translation invariance is the energy-momentum 
tensor, whose components are the density and flux density of energy and mo­
mentum. In Chapters 4 and 5, the consequences of conformal symmetry will be 
expressed in terms of the Ward identities associated with the energy-momentum 
tensor; this section more or less paves the way for later discussions. 

The infinitesimal translation x'Jl- -+ xJl- + EJl- induces the following variations 
in the coordinates and the fields (see Eq. (2.125»: 

8xP = 8Jl- 8<1> = 0 
8e" 8e 

(2.164) 

Consequently the corresponding canonical conserved current is 

TJl-" = -rl'" £. + a£. a"<I> 
c a(aJl-<I» 

(2.165) 

and the conservation law is aJl-Tt" = O. The conserved charge is the 
four-momentum 

(2.166) 

In particular, the energy is 

P> = f cr-tx {:~ <i> - £.} (2.167) 
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which is the usual definition of the Hamiltonian. As an operator, the conserved 
charge P iJ. has therefore the following effect in Euclidian time, according to 
Eq. (2.163): 

(2.168) 

In real time, this relation becomes [P iJ.' <1>] = -iOiJ. <1>, which is the well-known 
commutator of an x-dependent operator with momentum in ordinary quantum 
mechanics. 

2.5.1. The Belinfante Tensor 

In general, the canonical energy-momentum tensor Tt V is not symmetric. However, 
we have the freedom to modify this tensor by adding the divergence of a tensor 
BPiJ.V anti symmetric in the first two indices: 

TiJ.V = TiJ.V + a BPiJ.V BPiJ.V = _BiJ.PV (2.169) 
B c P 

This addition does not affect the classical conservation law nor the Ward identity. 
Indeed, the variation of the action under a nonuniform translation with position­
dependent parameter EiJ. (x) is still given by 

~S = - f ddx aiJ.T;v Ev (2.170) 

since oiJ.T;v = oiJ.TtV identically. If we succeed in finding BPiJ.V such that the new 
tensor T;v is symmetric, then the latter is called the Belin/ante energy-momentum 
tensor. In order to accomplish this, we consider the conserved currents associated 
with Lorentz transformations. 

From (2.131) and (2.132), the variations of the coordinates and fields under an 
infinitesimal Lorentz transformation are 

~P 1 
-- = -(TJPiJ.XV - TJPVxiJ.) 
~(J)iJ.v 2 

and the associated canonical conserved current is 

J.iJ.VP - TiJ.VxP _ TiJ.PxV + ~i ac SVP<I> 
c c 2 0(0 <1» 

iJ. 

We look for BPiJ. v such that this current may be expressed as 

rvp = Trxp - T;Pxv 

(2.171) 

(2.172) 

(2.173) 

This relation ensures that T;v = T'jj, as is easily seen by applying the conservation 
laws o,jiJ.VP = 0 and oiJ.T;v = O. However, this implies only that Tr is symmetric 
classically (i.e., for field configurations obeying the equations of motions). 

An explicit expression for BPiJ.V can be found by inspection: 

BiJ.PV = ~i {~SVP<I> +~. SiJ.v<I> + ~SiJ.P<I>} 
4 o(oiJ.<I» o(ap<I» o(ov<I» 

(2.174) 
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We check that this expression is indeed antisymmetric in the first two indices, since 
SI-' v = _SVI-'. In order to show that the above has the right form, we calculate its 
antisymmetric part in (pv): 

BJ.LPV _BJ.LVP = !i~svP<I> 
2 a(al-'<I» 

(2.175) 

On the other hand, the antisymmetric part of rgv in a classical configuration is 
obtained by applying the conservation laws to Eq. (2.172): 

r pv - r vp = -!ia {~SVP<I>} (2.176) 
C C 2 I-' a(a <1» 

I-' 

We see that the anti symmetric part of rgv + a J.LBI-'pv vanishes, that is, r;v is indeed 
symmetric in a classical configuration. Note that the form given in Eq. (2.174) 
for BI-'pv is not unique; further modifications of the energy-momentum tensor are 
possible. 

We can illustrate this with an example. Consider the following Lagrangian for 
a massive vector field AI-' (in Euclidian space-time): 

.c = ~F"PFap + ~m2AaAa (2.177) 

wherein Fap = a~p - apAa. The canonical energy-momentum tensor is 

(2.178) 

and it is not symmetric. We now calculate r;v as defined in Eq. (2.169), with 

(2.179) 

We end up with 

(2.180) 

This tensor is classically symmetric, as may be seen from the following: we define 
the identically symmetric tensor 

tl-'V = FJ.LaFv _ !.,.tvF"PF + m2 [AI-'AV - !rfvAaA ] 
B a 4 ap 2 a (2.181) 

= r;v _ (aaF"J.L - m2AI-')AV 

The two tensors t;v and r;v coincide for classical configurations, since the 
equations of motion are 

(2.182) 

It is t;v which is written down in standard texts, whereas it is r;v which a priori 
appears in the Ward identity: 

aJ.L (r;vX) = - L c5(x - xj)(<I>(x1)··· al/<I>(xj) ... <I>(xn )} (2.183) 
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If we wish to use a symmetric tensor in the Ward identity, we must replace r;v by 
1';" therein, but this modifies the Ward identity. However, as we shall see presently, 
the modification to the Ward identity coming from this substitution has no effect 
and may be ignored in general. 

Indeed. the Ward identity in terms of 1';v is 

all (1'rX ) = - L 8(x - xj)(<I>(x l )·· . aV<I>(xj ) • •• <I>(xn» 
(2.184) 

- all([aupall(x) - m 2AIl(x)]AV(x)X) 

We wish to show that the last term is of no consequence. For this we need to use 
the following relation. written here in Euclidian time. which is a consequence of 
the equations of motion on correlation functions (see Ex. 2.2): 

( 8Y}_(y88) 
8<1> (x) - 8<1> (x) 

(2.185) 

Here, Y is a product of local fields. We apply this relation to our system. with 
Y = Av(y)X (X is again a product oflocal fields) and <I>(x) -+ AIl(x). We find 

88 
-- = -a FUIl(X) + m 2AIL(x) (2.186) 
MIL (x) u 

Therefore. 

(8:)X)Av(y)} + 8(x - y)8ILv {X} 
(2.187) 

= «-auFUIl(x) +m2AIL(x»Av(y)X) 

We take the limitx -+ y and ignore the delta function 8(x - y). which is automat­
ically subtracted if normal order is used for the product [auFUIl - m 2 AIl]A V. We 
find 

(2.188) 

This last expression will vanish for all x except at the isolated pointsxj • the positions 
of the fields appearing in the productX. For instance. if X = A/xl )Aa(x2). then 

( M~X)Av(y)} = 8~8(x -xl )(Aa(x2)Av(x)} 
Il x-+y (2.189) 

+ 8~8(x - x 2)(Ap(x l )Av(x» 

In general. the additional contribution to the Ward identity will have the following 
form: 

aIL ([auFIl(x) - m 2AIL(x)]AV(x)X} = aIL L 8(x - xj)fj(xp • .• ,xn ) (2.190) 
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The reason such an addition is of no consequence is that the Ward identity, like 
any other expression involving delta functions, has a precise meaning only after 
integration through some arbitrary volume. The added term is a total divergence 
containing delta functions and can thus be converted into a surface integral, which 
receives nO contribution from the delta functions. 

In summary, provided the theory has rotation symmetry, we may define a new 
energy-momentum tensor T~v, which is conserved, classically symmetric, and 
plays the same role in Ward identities as T%,v. In fact, one may use the equations of 
motion to bring T~v into another form (noted tr above) which is now identically 
symmetric, still conserved, and still plays the same role as T%,v in the Ward identity, 
except for terms that may be ignored. Consequently, we shall no longer distinguish 
between T~v and t~v (as far as Ward identities are concerned) in the remainder of 
this work. 

2.5.2. Alternate Definition of the Energy-Momentum Tensor 

We now consider a general infinitesimal transformation of the coordinates xJ-t -+­

X'J-t = x lL + EJ-t(X). This can be considered as a translation with an x-dependent 
parameter EJ-t(X). According to (2.142) the induced change in the action is 

l)S=!ddxTJ-tV dE J-t v 

= & ! ~x TJ-tv (dJ-tEv + dvEJ-t) 

(2.191) 

where we have assumed that TJ-tv is identically symmetric.6 If the diffeomor­
phism x' = x + E is considered as an infinitesimal change of coordinates, the 
corresponding change in the metric tensor gJ-tv is (to first order in E) 

I axa axil 
gJ-tv = ax'J-t axlVgall 

= (~ - dJ-tEa)(l)e - dvEIl)gall 

= gJ-tv - (dlLEv + dvEJ-t) 

(2.192) 

This prompts for an alternate definition of the energy-momentum tensor, as the 
functional derivative of the action with respect to the metric, evaluated in flat space: 

(2.193) 

6 As explained in the previous section, extra terms may appear in the above equations. but these terms 
vanish for classical configurations and are of no consequence on the Ward identities. We consequently 
ignore them. 
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For instance, on a general manifold, the action for a free scalar field fP is 

S = f cFx ..;g C 

= ~ f cFx..;g {g~\la~fPa\lfP + m2fP2} 

(2.194) 

where g == detg~\I and the factor .;g is required for the invariance of the space-time 
integration measure. Using the identities 

(2.195) 

we find 

(2.196) 

and the definition (2.193) yields 

(2.197) 

which coincides with the canonical definition (2.165). The advantage of the new 
definition (2.193) is that the energy-momentum tensor is identically symmetric. 
However, obtaining an explicit expression for T~\I from (2.193) requires more 
involved calculations than going through the canonical definition, or its Belinfante 
generalization. 

If a tetrad If! is used instead of a metric (see App. 2.C) then the energy­
momentum tensor is endowed with a Lorentz index and an Einstein index: Since 
g~\I = ~~, we easily find that 

(2.198) 

where e = det If!. 
In the quantum theory, the alternate definition (2.193) of the energy-momentum 

tensor takes the following meaning. Let <I> represent the set of dynamical fields of 
the theory, andg the metric. On a general manifold the action is a functional S[ <1>, g) 
of both quantities. The vacuum functional z£g] and the functional integration 
measure [d<l>]g both depend on the metric: 

z£g] = f [d<l>]g exp -S[<I>,g] 

= exp-W£g] 

(2.199) 
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where we have defined the connected functional Wfg). Under an infinitesimal 
variation ~g of the metric, the vacuum functional is modified: 

Zfg + ~g) = f [d<J»g+8g exp -S[<J>,g + ~g) 

= f [d<J»g {I + ~ f tJ!ix ..;g~gJl.vTJl.V} exp -S[<J>,g) (2.200) 

= Zfg) + ~Zfg) f tJ!ix ..;g~gJl.v(TJl.V) 
In the second equation, we have assumed that the energy-momentum tensor takes 
care of the variation of the action and of the integration measure, if any. This 
is the essential difference between the classical and quantum definitions of the 
energy-momentum tensor. The variation of the connected functional W[g) is then 

~Wfg) = 

or, in functional notation, 

~Z[g) 
--- = 

Z[g) 

(TJl.V(x» = 2 ~Wfg) 
- ,.;g ~gJl.v(x) 

(2.201) 

(2.202) 

Again, if a tetrad is used instead of a metric, the above quantum definition becomes 

(2.203) 

Appendix 2.A. Gaussian Integrals 

In this appendix we consider integrals of the type 

[(A,b) = f trx exp{-~xtAx+btx} (2.204) 

where A is an n x n symmetric matrix whose eigenvalues have positive real parts, 
and where x and b are n-dimensional column vectors (the transpose of an object 
x is written xt). We first evaluate the integral when b = O. Since A is symmetric, 
it can be diagonalized by an orthogonal matrix: A = a DO where D is diagonal 
with entries Di and where a 0 = 1. By the change of variables y = Ox, for which 
the Jacobian is unity, the integral becomes 

(2.205) 

detA = detD = n D; 
; 
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If b =F 0, one simply has to complete the square of the exponent: 

-!x'Ax +b'x = !b'A-1b - !(x -A-1b)tA(x -A-1b) 
2 2 2 

(2.206) 

and the change of variables x -+ x - A -I b brings this case back to the above form, 
except for a prefactor: 

(2.207) 

We tum now to the evaluation of moments of order m: 

JtP'x x· x· .. ·x· exp (--21 x/Ax) (x. x . .. . x. ) = I) 12 1m 

I) 12 1m Jd"x exp(-~xtAx) (2.208) 

These are the discrete analog of the correlation functions. To this end we introduce 
the generating function 

Z(b) = f tP'x exp (-~xtAx +btx) 

= Z(O)exp (~btA-lb) 
It then immediately follows that 

(x. x . .. . x. ) = _1_~ ... _a_Z(b)1 
I) 12 1m Z(O) abo abo b=O 

It 1m 

For instance, the second-order moment (or "propagator") is 

{xixj} = (A-1)ij 

(2.209) 

(2.210) 

(2.211) 

It is straightforward to verify that the three-point moment (xixjxk) vanishes. 
This follows from the reflection symmetry xi -+ -Xi of the exponential at b = O. 
The four-point moment, along with all moments with an even number of points, 
can be expressed in terms of the two-point moment. Specifically, 

(2.212) 

This follows directly from (2.210). In general, the 2n-point function is given 
by a sum over all ways of pairing the points, each pair being then replaced by 
the corresponding two-point moment. This constitutes a weak version of Wick's 
theorem (2.109). 

Appendix 2.B. Grassmann Variables 

We recall that an algebra is a vector space endowed with a product. A Grassmann 
algebra is a vector space constructed from a set of n generators (Ji on which an 
antisymmetric product is defined: 

(2.213) 
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A generic element of a Grassmann algebra is therefore a first-degree polynomial 
in the generators (Ji' namely 

(2.214) 

where the complex coefficients q~!.'.,ik are defined only if all their indices are 
different, and where a standard ordering is defined on these indices. The dimension 
of the Grassmann algebra is then the number of distinct monomials that can be 
constructed from the (Ji' namely 2n. For instance, generic elements of a Grassmann 
algebra with n = 1 and n = 2 are respectively 

(n = 1) 

(n = 2) 

f«(J) = Co + cl(J 

f«(Jp (J2) = Co + C I (JI + c 2(J2 + C12(J1 (J2 
(2.215) 

Any other term that we might add to these expressions is either redundant or zero 
because of the anticommutation properties. 

The generators of a Grassmann algebra are often called Grassmann vari­
ables. Correspondingly, elements of the algebra, since they are polynomials in 
the generators, are called "functions" of Grassmann variables. 

We define a differentiation on the Grassmann algebra in the obvious way, that 
is, by treating the generators (Ji like normal variables, except for their anticom­
muting properties. Consequently we must adopt a convention: The variable of 
differentiation must be brought to the left of every expression before taking the 
derivative: 

(2.216) 

For the function f«(JI' (J2) defined above, we have 

a{ 
-=C2 -CI2(J1 (2.217) 
002 

Since functions of Grassmann variables are at most linear in each variable, the 
differential operator a/ooj is nilpotent, that is, {a/ooj )2 = O. In fact, these operators, 
together with the variables (Jj themselves, form a Clifford algebra: 

(Jj(Jj + (JA = 0 

a a a a 
--+--=0 ooj ooj ooj ooi (2.218) 

a a 
(Jj 00. + 00. (Jj = 8jj 

I I 

Integration over Grassmann variables is defined to be identical to differentiation: 

J d(J·f«(J1 ... (J ) = ~f«(J1 ... (J ) , ' , n 00. ' , n 
I 

(2.219) 
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This definition may seem strange, but it should be kept in mind that we are defining 
definite integrals. Therefore the result of the integration does not depend on the 
integration variable any more, and its derivative vanishes. Conversely, the definite 
integral of a derivative vanishes if there are no boundary terms. Consequently, a 
natural definition of definite integration should have the properties 

~i f dfJi f(fJ) = f dfJj ~i f(fJ) = 0 (2.220) 

which are satisfied by the definition (2.219) by virtue of the nilpotency of the 
derivative. The integral over several Grassmann variables of a generic function 
always yields the highest term of the expansion: 

f dfJ ... dfJ) f(fJ) = c'P . n l .. ···,1n 
(2.221) 

Under a change of integration variables fJj ~ fJj, the integration measure 
dfJ) ... dfJn changes according to 

dfJ) ... dfJn = I: I d~ ... d~ (2.222) 

This is the opposite of ordinary integration, wherein the Jacobian occurs with 
the opposite power, and follows directly from the identification of integrals with 
derivatives. 

Finally, we evaluate Gaussian integrals of Grassmann variables. We first 
consider the integral 

I = f dfJ) ... dfJn exp - ~l1 AfJ (2.223) 

where fJ is the column vector of the fJj , l1 is its transpose and A is an antisymmetric 
matrix (otherwise only its antisymmetric part contributes) of even dimension n. 
The series expansion of the exponential contains a finite number of terms (no 
summation over repeated indices here): 

I = f dfJn ··· dfJ) n exp -fJiAiA 
i<j 

= f dfJn ··· dfJ) n (1 - fJjAijfJj ) 
1<1 

(2.224) 

Each factor commutes with the other, and thus we are free to order them according 
to increasing i. If we expand the product, the terms that survive the integration are 
those that contain each variable exactly once, and consequently contain nl2 matrix 
elements Aij" Therefore. the result of the integration is 

1= L e(p)Ap(1)P(2)Ap(3)p(4)·· . Ap(n-)p(n) 
peSn 

(2.225) 
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(e(p) is the signature of the permutationp) with the constraints 

p(l) < p(2) , p(3) < p(4) , p(5) < p(6), ... 

p(1) < p(3) < p(5) < p(7) < ... 
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(2.226) 

The expression (2.225) is known as the Pfaffian of the matrix A and denoted Pf(A). 
The Pfaffian is defined for antisymmetric matrices of even dimension. It can be 
shown without difficulty (see Ex. 12.12) that 

Pf(A)2 = detA (2.227) 

The integral with a source 

I(b) = J d91 ···d9n exp{-~9'A9+bt9} (2.228) 

is done the same way as for the ordinary Gaussian integral. We proceed to a shift 
of integration variables: 9' = 9 -A-Ib, and, the Jacobian being unity, the result is 

I(b) = I(O)exp ~btA-Ib (2.229) 

The details of the calculation are slightly different from the ordinary Gaussian 
integral since b j anticommutes with 9j , but this is compensated by the anti symmetry 
of A. The moment (9j 9j ) is given by (notice the order of the derivatives) 

(9j 9j ) = 1(0)-1 ~. ~./(b)lb=O 
, , (2.230) 

= (A-I)jj 

Wick's theorem is also valid here, except that the two-point moments occur with 
the appropriate sign obtained by bringing together the members of the pair [cf. 
Eq. (2.111)]. 

We now tum to the integral 

12 = J d(Jd9 exp -9M9 (2.231) 

where M is an n x n matrix and where d9d9 stands for 
n 

d(Jd9 = n d9jd9j (2.232) 
j=1 

The variables 9j and 9j may be thought of as conjugate to each other, although this 
is not necessary. Again, by expanding the exponential, 

12 = J d(Jd9 n (1-9j MjA) 
" 

= L e(p) M IP(1)M2p(2)·· . Mnp(n) 
peSn 

=detM 

(2.233) 
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Overall, we obtain results that are similar to those obtained for ordinary 
Gaussian integrals, except that the determinant occurs with the opposite power. 

Appendix 2.C. Tetrads 

This appendix offers a quick introduction to the concept of a tetrad, which is 
necessary in order to define spinor fields on a general curved manifold. In the 
usual fonnalism of Christoffel symbols, only the action for integer-spin fields can 
be written down in a covariant manner. 

At each point of a manifold, coordinate differentials dx'" span a local vector 
space (the cotangent space). Under a change of coordinate system x --+ x', the 
differentials transfonn as follows: 

ax'''' dx'''' = _dxlJ (2.234) axlJ 

The only requirement imposed on the Jacobian matrix ax'''' !axlJ is invertibility: It 
should be an element of the group GL(d) of invertible d-dimensional matrices. 
We therefore say that an action with general covariance is endowed with a local 
GL(d) symmetry. However, local fields have been defined according to their trans­
fonnation properties in Euclidian (or Minkowski) space, where the corresponding 
symmetry group is SO(d) (resp. SO(d - 1, 1). In order to carry over the Lorentz 
group fonnalism to a general manifold in a general coordinate system, we in­
troduce at each point a local orthogonal frame of basis vectors for the cotangent 
space: 

ea =eadx'" 
'" 

a = I,···,d (2.235) 

where the frame vectors ea fonn a tetrad, or vierbein. These names are four-
dimension specific, but will be used here in a general setting, rather than the 
imaginative "zweibein" and "vielbein" (Cartan's terminology of "reperes mobiles" 
may also be used). A natural choice for the tetrad is detennined by the conditions 

e~eblJg"'lJ = .,.,ab g.,., ea eb 
.- ",IJ = ab '" IJ 

(2.236) 

which express the orthogonality of the tetrad. The lower (Greek) index of e~ is 
called an Einstein index, while the upper (Latin) index is called a Lorentz index. 

In order to compare vectors belonging to different (but nearby) cotangent spaces, 
we need to introduce a prescription for parallel transport, specified by the so-called 
spin connection ~b: 

va --+ va - (J)abdx"'Vb (2.237) 
'" where dx'" is the amount of transport. The covariant derivative is defined as 

(D V)a = a Va + (J)abVb (2.238) 
'" '" '" and results from the comparison of a vector at x with a vector parallel-transported 

from x +tlx. Since parallel transport changes only the direction of a vector and not 
its length, the spin-connection is antisymmetric in its Lorentz indices: ~b = -rd',:. 
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The tetrad e~ may be used to convert between Lorentz and Einstein indices: 
va = ~ VI'-. The Christoffel symbols r~A are used to specify the parallel transport 
in a tetrad-free language: 

(2.239) 

Since by definition the tetrad ~ is invariant under parallel transport, we have the 
relation 

(2.240) 

The curvature of a manifold manifests itself when a vector is parallel-transported 
around a closed path. Around an infinitesimal "square" loop of sides dx and dy, 
the difference between the initial vector va and the transported vector V'a is 

V'a _ Va = -[DI'-,Dvrbvbdxl'-dyV 

= R!':bVbdxl'-dyV I'-V 

More explicitly, the curvature tensor R~~ is 

(2.241) 

(2.242) 

This tensor is related to the usual Riemann tensor RfJG I'-V by contraction with ~e~. 
The connection is determined by the metric gl'-v' together with the torsion-free 

condition r~A = riv. The latter condition is natural if we define the manifold as 
embedded in a higher-dimensional Euclidian space, as a hypersurface X(x). Then, 
the metric is given by 

gl'-v = iJl'-X . iJvX 

and the Christoffel symbols are easily derived to be 

r~A = iJl'-X . iJViJA X 

1 
= 2gI'-P(iJ$PA + iJAgPV - iJ~vJ 

(2.243) 

(2.244) 

On a two-dimensional manifold, the spin-connection can be expressed in terms 
of a single-covariant vector wI'- : 

while the curvature tensor is 

~~ = ~b(iJl'-wv - iJvwl'-) 

= ..;g~bEl'-fi 

where R is the scalar curvature. 

(2.245) 

(2.246) 
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Exercises 

2.1 Expansion in eigenfunctions 
Consider a generalization of the Lagrangian (2.1): 

£ = ~(~2 + rpVrp) 

in which V is some Hermitian linear differential operator. For instance. V = ~ - m 2 for 
the free scalar field. A possible generalization could be V = V2 - V(x) (in d dimensions). 
in which case there is no translation invariance. In general. the above Lagrangian is not 
Lorentz invariant. The eigenfunctions of V are denoted Un (x). and form by assumption a 
discrete spectrum. with eigenvalues -CI)~. We have the relations 

f ddx u~um = ISmn 

Show that the quantum field may be expanded as 

rp(x) = ~ J ~ (an Un (x) + a:u~(x» 
where the an are annihilation operators. obeying the standard commutation relations. Show 
also that the Hamiltonian may be written as 

1 
H = Lw,,(a:an +"2) 

n 

2.2 EqUlltions of motion for co"eiationjunctions 
Consider a generic action S[tP] involving some quantum field 1/>. and the correlation function 

(X) = ~ f [dtP] X eiS[9>J 

where X stands for an expression involving tP. By performing an infinitesimal change of 
functional integration variables tP -+ tP + 1StP. demonstrate the following relation: 

Then take X = tP(y) and the Lagrangian (2.1). and show that the two-point function 
(tP(y)tP(x» satisfies the equation 

i (~,. ~,. +m2) (tP(y)tP(x» = IS(x -;,) 

2.3 Demonstrate Eq. (2.37). i.e.. that the equations of motion following from (2.32) 
are recovered in the Heisenberg equations of motion. provided the Hamiltonian and the 
commutation rules be as in (2.37). One may start with a simple quartic potential. 

2A Prove the properties (2.69) of fermionic coherent states. For the second one (2.69b). it 
is useful to diagonalize the matrix T (T = UDU-I) and to work with the rotated variables 
and operators Uz and Ut. 
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2.5 From the expression (2.229) for the Gaussian Grassmann integral with a source, show 
how to recover the following special case of Wick's theorem: 

2.6 Demonstrate explicitly the relation (2.233). 

Notes 

There are many good texts on quantum field theory. However, most of this chapter does 
not follow any particular text. Some sections, in particular the treatment of the dynamics of 
Grassmann variables, are inspired by a graduate course given in 1986 at Cornell University 
by H. Kawai [233]. Among modem texts emphasizing the functional formulation of quantum 
field theory are those of Brown [60], Collins [79], Ramond [303], Weinberg [351] and 
Zion-Justin [369]. More classic texts, such as Bjorken and Orell [48] and Itzykson and 
Zuber [205], are still very useful. 

The method of path integrals was invented by R. Feynman [130]. Grassmann variables 
were applied to the functional description of fermions by F.A. Berezin [40]. The Belin­
fante energy-momentum tensor is discussed by Callan, Coleman, and Jackiw [62] and 
Jackiw [208]. 



CHAPTER 3 

Statistical Mechanics 

Most applications of conformal invariance pertain to statistical systems at criti­
cality. A brief introduction to statistical mechanics is therefore required for those 
readers unfamiliar with the subject. The emphasis is put on the concepts under­
lying the hypothesis of conformal invariance in critical systems. Some parallels 
are to be drawn with the previous chapter, since quantum field theory and statis­
tical mechanics walk hand in hand in the modem theory of critical phenomena. 
Section 3.1 reviews the notion of statistical ensemble of states and describes some 
basic models defined on the lattice or in the continuum. Section 3.2 explains the 
basic features of critical phenomena and how the scaling hypothesis provides a 
unified understanding of phenomena at or near the critical point. Section 3.3 justi­
fies the scaling hypothesis with the idea of real-space renormalization. Section 3.4 
applies the concepts of the renormalization group to continuum models and gives 
deeper meaning to the notion of scale invariance for Euclidian field theories. Fi­
nally, Sect. 3.5 briefly explains the transfer matrix method, a discrete analogue in 
statistical mechanics of the operator formalism of quantum theory. 

§3.1. The Boltzmann Distribution 

Statistical mechanics describes complex physical systems (i.e., systems made of 
a large number of atoms in interaction) whose exact states cannot be specified 
because of this complexity. Instead, macroscopic properties alone may be speci­
fied, and the role of the theory is to infer these properties from the microscopic 
Hamiltonian. Thus, statistical mechanics distinguishes microscopic states (or mi­
crostates) from macroscopic states (or macrostates). A microstate is specified by 
the quantum numbers of all the particles in the system or, classically, by the ex­
act configuration (positions and momenta) of all the particles. It characterizes the 
system from a dynamical point of view in the sense that its future state is fixed by 
its present state through deterministic laws. A macrostate is specified by a finite 
number of macroscopic parameters, which characterize the system from the point 
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of view of observation, such as pressure, temperature, magnetization, and so on. 
To a given macrostate corresponds a large number of microstates, each leading to 
the same macroscopic properties. Having no more information about an isolated 
system than that given by the macroscopic parameters, we assume that all the mi­
crostates associated with the observed macrostate have equal probabilities to be 
the actual state of the system. 

The basic idea behind the statistical study of a complex system is that any 
physical property-like the energy, the magnetization, and so on-may be regarded 
as a statistical average, calculated over a suitable ensemble of microstates. Of 
course, at any instant, the system is in a specific (but unknown) microstate. The 
replacement of this microstate by a statistical ensemble needs some justification. 
It has long been customary to justify this replacement by invoking the so-called 
ergodic hypothesis, which states that the time average of a quantity over the time 
evolution of a specific microstate is equal to the average of the same quantity, 
at fixed time, over some statistical ensemble of microstates. If one accepts this 
hypothesis, then the use of a statistical ensemble is justified provided the time 
necessary for an efficient sweep of the ensemble by any of its microstates is short 
enough compared with the time of measurement of the physical quantity of interest. 
This is far from obvious. A better justification for the use of statistical ensembles 
follows from dividing the system into a very large number of mesoscopic parts, 
each of them large enough to display the complex properties of the whole system. 
At any instant, each of these mesoscopic subsystems is characterized by its own 
microstate, but the properties of the whole system are obtained by averaging over 
all subsystems. Thus, the ensemble averaging amounts more to a spatial averaging 
than to a time averaging. 

Which ensemble of states is most appropriate for averaging depends on how 
isolated the system is. If it is completely isolated, with no exchange of energy or 
particles with its surroundings, the relevant ensemble of microstates is made of all 
states on a given energy "shell", occurring with equal probabilities. It is called the 
microcanonical ensemble. 

If, on the other hand, a system 8 is in thermal contact with its surroundings 
and hence is free to exchange energy with it, then all microstates of 8 do not 
have equal probabilities. However, all microstates of the "universe" (8 plus its 
surroundings) have equal probabilities. This, in tum, provides us with a distribution 
of probabilities for the microstates of 8: The probability that a specific microstate 
of 8 be the actual state of the system depends only on its energy and is given by 
the Boltzmann distribution: 

1 
p. = - exp -fJ:E· 'z ' 

1 
fJ= -

T 
(3.1) 

where T is the absolute temperature 1 and Z is the normalization of the distribution, 
called the partition function: 

I This definition of temperature includes the unit-dependent Boltzmann constant kB • Thus T has the 
dimension of energy. 
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I z~ ~exP-PEi I (3.2) 

The ensemble of microstates defined by the Boltzmann distribution is the canonical 
ensemble. 

The partition function (3.2) is of central importance in statistical mechanics 
since macroscopic quantities are generically related to derivatives of Z. For in­
stance, the average energy within the canonical ensemble is obtained by lowering 
a factor of E j in the sum of Boltzmann weights through differentiation with respect 
to fJ: 

1 
U = 2 4=Ej exp -fJEj 

I 

I az 
= -2 afJ 

= -T2~(FIT) 
aT 

where we have introduced the free energy: 

F = -TlnZ 

Similarly, the heat capacity C at constant volume is 

C = (au) = _T a2F 
aT v aT2 

(3.3) 

(3.4) 

(3.5) 

The specific heat is defined as the heat capacity per unit volume. Thus, the partition 
function is the generating function of all the thermodynamic functions of interest. 

In practice, statistical mechanics studies systems composed of a large quantity 
of N identical components (atoms, molecules). The properties of each individual 
atom (e.g., energy, spin, etc.) fluctuate according to the Boltzmann distribution, 
but the physical quantities of interest are summed over all N components of the 
system. Because of the law of large numbers, their fluctuations vary as 1I..;'N 
and are completely negligible when N is large. The limit N ~ 00 is called the 
thermodynamic limit since then the variance of the macroscopic properties vanishes 
and their values cease to be random variables, becoming instead exact variables to 
be treated in the formalism of thermodynamics. 

3.1.1. Classical Statistical Models 

In practice the number of systems for which the partition function can be calculated, 
even in an approximate way, is very small. Confronted with the extreme complexity 
of most realistic systems one relies on simplified models to investigate finite­
temperature properties. Some of these models are defined in terms of discrete, 
classical variables, which live on a lattice of sites. The best-known and simplest of 
these discrete models is the Ising model. It consists of a discrete lattice of spins u j ' 
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each taking the value -lor 1. Unless otherwise indicated, a square lattice is used 
and i stands for a lattice site. For a lattice with N sites the number of different spin 
configurations [0'] is 2N , and the energy of a given configuration is 

E[O'] = -J L O'iO'j - h L O'i (3.6) 
(ij) 

where the notation (ij) indicates that the summation is taken over pairs of nearest­
neighbor lattice sites. The first term in the energy represents the interaction of 
neighboring spins through a ferromagnetic (J > 0) or antiferromagnetic (J < 0) 
coupling. The second term represents the interaction with an external magnetic 
field h. We shall not try to explain how such a simple model can arise from the 
microscopic quantum theory of magnetism but will be content in considering it 
for its own sake. We will assume that J > 0, although the case J < 0 is strictly 
equivalent at zero field (h = 0). In zero field, the lowest energy configuration is 
doubly degenerate: The spins can be either all up (+ 1) or all down (-1). If the 
field h is nonzero, the lowest energy configuration will have all spins aligned with 
h (i.e., of the same sign as h). 

The first thermodynamic quantity of interest is the magnetization M, the mean 
value of a single spin. By translation invariance, this is the same for all spins, and 
we can write: 

M = (O'j) (any,) 

= ~z L {4:O'i} exp-,8E[O'] 
luI t 

(3.7) 

1 aF 
-Nail 

where the notation ( ... ) denotes an ensemble average. Also of interest is the 
magnetic susceptibility, which indicates how the magnetization responds to a very 
small external field: 

x= :lh=O 
= ~~ {~~(~O'i)exp-,8E[O']} (3.8) 

1 { 2 2} = NT (O'tot'> - (O'tot'> 

where O'tot. = Li O'i' The susceptibility is therefore proportional to the variance of 
the total spin, and measures its fluctuations. 

The susceptibility is also related to the pair co"elationfunction rei): 

(3.9) 

Because of translation invariance, the correlator r can depend only on the differ­
ence of lattice sites. Moreover, for large distances Ii - jl, the lattice structure is 
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less relevant, some rotation symmetry is restored and the correlators depend only 
on the distance Ii - il. The connected correlation function 

(3.10) 

is a measure of the mutual statistical dependence of the spins O'i and O'i' in tenns 
of which the susceptibility may be rewritten as 

00 

x=,8L:rc (i) (3.11) 
i=O 

We therefore expect the susceptibility to be a measure of the statistical coherence 
of the system, increasing with the statistical dependence of all the spins. 

The Boltzmann distribution is ,of course, invariant under a constant shift of the 
energy. This allows us to write the Hamiltonian of the Ising model in a slightly 
different way. Indeed, since O'iO'I' = 2cS.,. . .,.. - 1, the configuration energy is, up to a 

J'I 
constant, 

E[O'] = -2J~ cS .. - h ~ 0'. ~ 0,,(71 L...J 1 
(3.12) 

(ij) i 

This fonn lends itself to an immediate generalization of the Ising model, the so­
called q-state Potts model, in which the spin O'j takes q different integer values: 
O'i = 1,2,··· ,q. To each possible value of 0' we associate a unit vector d(O') in 
q -1 dimensional space such that L~ d(O') = O. d(O') plays the role of the magnetic 
dipole moment associated with the spin value O'. The configuration energy in an 
external field is 

E[O'] = -a ~ cS .. -h· ~d(O'.) 
~ (7"01 ~ 1 

(3.13) 
(ij) i 

Other generalizations of the Ising model are possible, wherein for instance the 
spins are regarded as "flavors" of atoms interacting with their nearest neighbors 
with coupling constants depending on which flavors are paired (Ashkin-Teller 
models) and so on. 

In Ising-type models, the variables (spins) reside on the sites of the lattice 
whereas the interaction energy resides on the links between nearest-neighbor pairs. 
In systems such as the eight-vertex model the opposite is true: The variables are 
arrows living on the links, each taking one of two possible directions along the 
link. The interaction energy resides on the sites and its value depends on how the 
four arrows come together at that point, with the constraint that the number of 
arrows coming into (and out of) a site must be even. 

Other statistical models involve continuous degrees of freedom rather than 
discrete ones. For instance, a more realistic treatment of classical ferromagnetism 
is obtained by assuming the local spin to be a unit vector n, with the configuration 
energy 

E[n]=JLni·nj - Lh.ni 
(ij) 

(3.14) 



§3.1. The Boltzmann Distribution 65 

where h is some external magnetic field. This is the classical Heisenberg model, 
or the classical O(n) model if the vector n is taken to have n components. 

When discussing critical properties (in the next section) it is often more con­
venient to replace the lattice by a continuum, in which case the use of continuous 
degrees of freedom is mandatory. The above Hamiltonian is then equivalent to 

E[n] = ! ddx {JBkn. Bkn - h· n} (3.15) 

wherein ni and hi are replaced by n(x) and h(x). The gradient term is the equivalent 
of the nearest-neighbor interaction of the discrete case. 

Because the constraint n2(x) = 1 at every position is difficult to implement 
in practical calculations, we may consider the simpler alternative in which it is 
replaced by the single constraint 

~ ! ddx n2 = 1 (3.16) 

where V is the volume of the system. One then obtains the spherical model, 
which differs from the O(n) model by the constraint imposed. Another way to 
approximate the constraint n2(x) = 1 is to make it energetically unfavorable for 
n 2(x) to be different from 1. This may be done with the help of a quartic potential 
V(lnl) having a minimum at Inl = 1. After rescaling the field n, the energy 
functional may be taken as 

f d {I 1 2 2 1 2 2} E[n] = d x "2 Bkn . Bkn - "21L n + 4u(n ) (3.17) 

The position of the minimum of energy as a function of In I depends on the relative 
values of IL and u. If n has a single component rp, this is termed the rp4 model. The 
sign of the rp2 term (positive or negative) determines whether the ground state value 
of rp vanishes or not. The case u = 0 is exactly solvable, and is called the Gaussian 
model since the partition function reduces to a product of Gaussian integrals. The 
associated configuration energy is 

! 1 1 
E[rp] = ddx ("2(Vrp)2 + "21L2rp2) (3.18) 

All of these models were extensively studied and are discussed in great detail in 
most texts devoted to critical phenomena. 

For models defined on the continuum, the analogy between statistical mechanics 
and quantum field theory is manifest. The partition function of the rp4 model is a 
sum over the possible configurations of the field rp (i.e., a functional integral): 

Z = ! [drp] exp -fjE[rp] 

= ! [drp] exp {-! ~x [~(vrpi + ~rrp2 + ~Urp4]} 
(3.19) 

Here we have rescaled the field rp by .jp and the rp4 coupling u by 11 fj, so that 
the inverse temperature does not explicitly appear. The partition function of a 
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d-dimensional statistical model is thus entirely analogous to the generating func­
tional of a quantum field in d space-time dimensions in the Euclidian formalism. 
Changing the temperature then amounts to scaling the field qJ and modifying the 
({J4 coupling. 

3.1.2. Quantum Statistics 

The statistical models described in the preceding subsection are all classical: All 
physical quantities have a definite value within each microstate of the statistical 
ensemble. In quantum statistical mechanics, we must deal with quantum indeter­
minacy as well as with thermal fluctuations. In that context, we define the density 
operator 

p = exp-f3H (3.20) 

where H is the Hamiltonian of the system. The partition function may be expressed 
as a sum over the eigenstates of H: 

Z = L e-{3En = Tr p (3.21) 
n 

The statistical average of an operator A is then 

(A) = L(nle-{3HAln) = Tr(pA) (3.22) 
n 

The resemblance between the density operator e-{3H and the evolution operator 
e-jHt allows for the representation of the density operator as a functional integral. 
This introduces the Lagrangian formalism into statistical mechanics. Explicitly, 
consider the kernel of the density operator for a single degree of freedom: 

p(xr,xj) = (xr1e-{3Hlxj) (3.23) 

The path integral is adapted to this kernel by substituting t ~ -i-c (the Wick 
rotation), where -r is a real variable going from 0 to f3. The action S[x(t») then 
becomes the Euclidian action iSE[x(-r»). The kernel of the density operator p 
becomes then 

J(X{,{3) 

p(xr'xj) = [dx) exp -SE[x) 
(Xi ,0) 

(3.24) 

The partition function may be expressed as 

Z = f dx p(x,X) = f [dx) exp -SE[X) (3.25) 

This time, the integration limits are no longer specified: all "trajectories" such 
that x(O) = x(f3) contribute. Here the "time" -r is merely an auxiliary variable 
introduced to take advantage of the analogy with path integrals. The expectation 
value of an operator A is 

1 f ' (A) = z dx (xlpAlx) 
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= ~ f dxdy (xlp!Y)<YIAlx) 

= Z~ f dxdy (~.fJ) [dx] <YIAlx) exp -SE[X] 
1(x.0) 

= -ZI fdxdYl~·fJ\dx]A(X)~(X -y)exp-SE[x] 
(x.O) 

= ~ f [dx] A(x(O» exp -SE[X] 

where we have supposed that A is a function of x only, so that 

<YIAlx) = A(x)~(x - y) 
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(3.26) 

(3.27) 

Hence, the expectation value of A is calculated as in the path-integral method. 
Note, however, that the operator A is evaluated at 1: = O. 

The generalization to a system with a continuum of degrees of freedom and to 
multipoint correlation functions is straightforward. The key point here is that the 
partition function of a quantum system in the path integral formalism is obtained 
from the ordinary path integral by a Wick rotation and by restricting the Euclidian 
time to a finite domain of extent {J. At zero temperature this domain is infinite in 
extent and we recover the usual generating functional in Euclidian time. At finite 
temperatures, the quantum partition function of a d-dimensional system resembles 
that of a (d + I)-dimensional classical system defined on a strip of width {J. 

§3.2. Critical Phenomena 

3.2.1. Generalities 

Phase transitions are arguably the most interesting feature of statistical systems. 
They are characterized by a sudden and qualitative change in the macroscopic prop­
erties of the system as the temperature (or some other control parameter) is varied. 
We distinguish first-order transitions from continuous transitions. First -order tran­
sitions are characterized by a finite jump in the energy U (the latent heat) at the 
transition temperature. This means that the system must absorb or deliver a finite 
amount of energy before leaving the transition temperature. Liquid-gas transitions 
and other structural transitions are generally of this type. On the other hand, con­
tinuous phase transitions do not involve any latent heat, nor any abrupt change in 
the average value of microscopic variables, such as the magnetization. However, 
the derivatives of such quantities, such as the specific heat or the susceptibility, are 
discontinuous or display some singular behavior at continuous phase transitions. 

Strictly speaking, phase transitions exist only in the thermodynamic limit. The 
reason is clear: In systems such as the Ising model in zero field, where the energy 
of any configuration is an integer multiple of a fundamental energy scale e, the 
partition function for a finite number oflattice sites is a polynomial in z = exp - fJe. 
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For instance, in the Ising model, one can choose e = -J, and the configuration 
of highest energy has E = 2N e. Each configuration contributes a power of z to 
the partition function, with unit coefficient. Therefore Z is a polynomial of degree 
2N in z, whose roots lie away from the positive real axis, and occur as complex 
conjugated pairs. Singularities of the free energy or of its derivatives can occur 
only at those roots, which all lie outside of the physical domain of interest as long 
as N is finite. As N ~ 00, the number of these roots becomes infinite, and they 
tend to form various arcs, some of them touching the real positive axis. It is at these 
locations on the positive real axis that the behavior of thermodynamic quantities 
becomes singular in the thermodynamic limit. 

Continuous phase transitions will be of central interest to us because of their 
relation to conformal invariance. The two-dimensional Ising model, of which the 
exact solution is known, exhibits such a transition. Let us describe this transition 
before commenting on the general case: The critical temperature Te is related to 
the coupling J by 

sinh(2TITe ) = 1 (3.28) 

Above Te , the magnetization at zero field (or spontaneous magnetization) vanishes, 
whereas below Te it takes a nonzero value, tending toward 1 at T = 0 and toward 
o as T ~ Te according to the power law 

M '" (Te - n1l8 (3.29) 

The system is then in its ferromagnetic phase. The two directions of spontaneous 
magnetization (up and down) are energetically equivalent, and which one is actu­
ally realized depends on how the external field h was brought to zero. Although 
the magnetization is continuous at Te , its derivative with respect to the magnetic 
field-the susceptibility x-diverges as T ~ Te , according to 

X = : ..... (T - Te )-7/4 (3.30) 

Away from Te, the correlations re(i) decay exponentially with distance, with 
a temperature-dependent characteristic length ~ called the co"elation length, 
expressed here in units of the lattice spacing: 

Ii - il » 1 (3.31) 

As T approaches its critical value, the correlation length increases toward infinity, 
like the inverse power of T - Te: 

1 
~(n '" IT - Tel (3.32) 

As we shall see, this divergence of the correlation length is the most fundamental 
characteristic of continuous phase transitions. Such transitions are termed critical 
phenomena and occur at so-called critical points of the phase diagram. 

The importance of the correlation length in the behavior of thermodynamic 
quantities near the critical point is intuitively clear. Near a critical point, a spin 
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system such as the Ising model is an aggregate of domains (or droplets) of different 
magnetizations. At first thought, the typical size of such droplets should be ~, 
roughly the maximum scale over which the spins should be correlated. But in fact, 
droplets of all sizes up to the correlation length must be present, and droplets within 
droplets, etc. Otherwise the connected correlation functions rc(n) would have a 
peak near n '" ~ but would be small below that scale, which is not true: This can 
be seen from the observed divergence of the susceptibility X as T ~ Tc and the 
expression (3.11) for x. In other words, the spins fluctuate over all length scales 
between the lattice spacing and ~. The free energy F will receive contributions from 
the domain walls separating spin droplets, integrated from the lattice spacing up 
to~, and it is plausible that its singular behavior (or, rather, that of its derivatives) 
be governed by the "upper integration bound", which is~. 

At Tc or sufficiently close to it, the correlation length exceeds the physical 
dimension L of the system (we suppose, for the sake of argument, that the system 
lives in a square box of side L). At this point the free energy no longer depends 
on the correlation length but is limited by the box volume.2 The pair correlation 
function does not have enough room to decay exponentially within the box, and 
its spatial dependence is algebraic (d is the dimension of space): 

1 
r(n)""" Inld -2+7I 

(3.33) 

The behavior of thermodynamic functions near or at the critical point is charac­
terized by critical exponents defining power laws as T ~ Tc. The most common 
exponents are defined in Table 3.1. 

Table 3.1. Definitions of the most common 
critical exponents and their exact value within 
the two-dimensional Ising model. Here d is the 
dimension of space. 

Exponent Definition Ising Value 

a C ex: (T - Tc)-a 0 

fJ M ex: (Tc - nfJ 1/8 

y X ex: (T - Tc)-Y 7/4 

8 M ex: h l/& 15 

v ~ ex: (T - Tc)-V 1 

11 r(n)ex: InI2- d- 7I 1/4 

2 In real systems, the correlation length is limited not by the physical size of the sample, but by the 
presence of sample inhomogeneities. It rarely goes beyond a thousand lattice sites, even in very pure 
samples. 
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We conclude this section by a remark on the relevance of classical statistical 
mechanics in a quantum world. Classical statistical mechanics is an approximation 
to quantum statistical mechanics, valid in the context of critical phenomena when 
the statistical coherence length ~ exceeds the characteristic de Broglie wavelength 
of the system. For a system with a characteristic velocity v (e.g., the speed of 
light, the Fermi velocity or the speed of some other excitation), the de Broglie 
wavelength at temperature T is AT = tlilkBT ()( p. Classical statistics takes over 
at large enough temperatures, or close to a finite-temperature critical point, where 
the classical correlation length ~ exceeds AT. This justifies the extensive use of 
classical models in a realistic study of critical phenomena. The exception to this 
rule occurs when Tc = 0, which happens in a large class of low-dimensional 
systems. 

3.2.2. Scaling 

The critical exponents of Table 3.1 can be related to each other by use of the scaling 
hypothesis, which stipulates that the free energy density (or the free energy per 
site, in the discrete case) near the critical point is a homogeneous function of its 
parameters, the external field h, and the reduced temperature t = T1Tc - 1. In 
other words, there should be exponents a and b such that 

(3.34) 

This hypothesis will be justified below, but for now let us derive its consequences 
on critical exponents. 

First, the homogeneity relation (3.34) implies that the function rllaf is invariant 
under the scalings t -+ Aat and h -+ Abh. Therefore it must depend only on the 
scale-invariant variable y = hltb1a , and the free energy density may be expressed 
as 

f(t,h) = t11ag(y) y =hlt'a (3.35) 

where g is some function. The spontaneous magnetization near criticality is then 

M = _ &f I = to-b)lag,(O) 
ah h=O 

(3.36) 

One more derivative yields the magnetic susceptibility: 

X = a2f I = to- 2b)lag ,,(O) 
ah2 h=O 

(3.37) 

Similarly, the specific heat (heat capacity per unit volume) is 

c = -T a2f I = _~tlla-2g"(0) 
aT2 h=O Tc 

(3.38) 

Finally, in the limit t -+ 0, the behavior of M as a function of h is M "- h 1/8, 

which implies the asymptotic behavior g(y) "- y1/8 as y -+ 00, and imposes the 
constraint I - b - b/~ = 0, if the limit t -+ 0 is to be finite and nonzero. We 
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have therefore obtained a set of four constraints on some of the critical exponents 
introduced in Table 3.1: 

a = 2 -lla 

p = (1-b)/a 

y = -(1- 2b)/a 

~ = b/(1-b) 

(3.39) 

We now justify the scaling hypothesis, and at the same time express a and b in 
terms of the remaining exponents v and '1, both pertaining to the pair correlation 
function. Following Kadanoff, we focus our attention on the Ising model on a 
hypercubic lattice, with the Hamiltonian 

(3.40) 

We now reduce the number of degrees of freedom of the system by grouping spins 
into blocks of side r (in units of lattice spacings), as indicated in Fig. 3.1. If dis 
the dimension of space there are rI elementary spins within a block and the sum 
of spins therein can take values ranging from -rI to rI. Accordingly, we define a 
block spin variable 1:1 as 

1 
1:1 = - LCTi 

R ie1 

(3.41) 

where the sum is taken over the sites i within the block I and where R is some 
normalization factor introduced so that 1:1 can effectively take the values ±1. For 
instance, R would be equal to rI if the spins within the block were always perfectly 
aligned (since this is not true, R will be lower than that). 

000000 
000000 
000000 
000000 

Figure 3.1. Block spins: an illustration of how four spins may be combined into a single 
site variable. 

We will assume that the cooperative phenomena observed near the critical point 
cail be accounted for equally well by a description in terms of block spins with a 
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nearest-block Hamiltonian of the same form as the original Ising Hamiltonian, 

H' = -J' L ~/~J - h' L I:I (3.42) 
(/J) 

but with different parameters J' and h'. This is plausible since near criticality the 
correlation length ~ is much larger than the block side r. The correlation length of 
the blocks (the number of blocks over which the block spins are correlated) is, of 
course, ~/r, which means that the effective reduced temperature t' is different from 
the original reduced tempeniture by a factor rllv: 

(3.43) 

The two Hamiltonians H and H' should involve the same interaction energy with 
an external field, and therefore 

h LUj = h'L I:I 
j I 

=h'R-1 LUj 

j 

(3.44) 

which implies h' = Rh. Since our grouping procedure should in no way affect 
the total free energy of the system, the free energy per block should be ,J times 
the original free energy per site, and should moreover have the same functional 
dependence because H and H' have the same form: 

((t',h') = rJ(t,h) or 

((t,h) = r-d{(rllvt,Rh) 
(3.45) 

It remains to find R as a function of r in order to recover the scaling hypothesis 
(3.34). This is done by looking at the pair correlation function at criticality: The 
block-spin correlation function is then 

which implies 

r'(n) = (I:/I:J) - (~/)(I:J) 

= R-2 L L {(UjUj ) - (Uj)(Uj )} 

jel jeJ 

=R-2~ r(rn) 

R-2 r2d 

= Irnld- 2+'1 

R-2,J+2-'1 

- Inld-2+'1 

(3.46) 

R = r(d+2-'1)/2 so that h' = r(d+2-'1)/2h (3.47) 

Looking back at the scaling hypothesis (3.34) and letting r = A lid, we conclude 
that 

a = lI(vd) and b = (d + 2 - 1I)/(2d) (3.48) 
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The critical exponents a through ~ can thus be expressed in terms of .,., and v: 

a=2-vd 

1 
P = iv(d - 2 +.,.,) 

(3.49) 
y = v(2 -.,.,) 

~ = (d + 2 - .,.,)/(d - 2 + .,.,) 
We have succeeded in expressing all six critical exponents in terms of two of them 
(7/ and v) pertaining more directly to the correlation functions. Of course, these 
relations can be written with a different set of "independent exponents." Table 3.2 
gives the four scaling relations in their original form, with their accepted names. 

Table 3.2. Summary of the scaling laws. 

Rushbrooke's law 
Widom's law 
Fisher's law 

Josephson's law 

3.2.3. Broken Symmetry 

a+2p+ y = 2 
Y = P(8-1) 
y = v(2 -.,.,) 

vd=2-a 

Phase transitions are generally associated with broken symmetries. By broken 
symmetry, we mean a symmetry of the configuration energy (or the action, in the 
quantum case) that is no longer reflected in the macrostate of the statistical system 
(or the ground state of the quantum system). For instance, the configuration energy 
of the two-dimensional Ising model at zero field is invariant with respect to the 
reversal of spins O'i -+ -O'i • We say that this symmetry is broken if quantities that 
are not invariant under this symmetry operation have a nonvanishing expectation 
value. The magnetization (O'i) is nonzero in the low temperature phase of the Ising 
model in the limit of zero external field, and the spin reversal symmetry is then 
broken. The simplest quantity that is not invariant under the symmetry considered 
and has a nonzero expectation value, such as the magnetization here, is called an 
order parameter. The phase with broken symmetry is often called the ordered 
phase. On the other hand, the high-temperature phase, in which the symmetry in 
unbroken, is often called the symmetric phase. We notice that in field theories, 
the analogue of temperature, after a rescaling of the fields, is some nonlinear 
coupling constant. Phase transitions in this case occur as a function of coupling; 
the interpretation is different, but the underlying physics is identical. 

The spin-reversal symmetry of the Ising model has a discrete character. On 
the other hand, the O(n) model (3.15) is endowed with a continuous symme­
try: Its configuration energy is invariant under a rotation of its order parameter 
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n by a uniform O(n) matrix. The average (n) would be nonzero in the ordered 
phase, except that a slow, continuous change of (n) throughout the system would 
cost very little energy. The consequence of this is the impossibility to break a 
continuous symmetry in a classical statistical system in one or two dimensions: 
this is the Mermin-Wagner-Coleman theorem. Simply put, long-wavelength ther­
mal fluctuations of the order parameter take too much place in the phase space 
of low-dimensional systems (infrared divergence), and these fluctuations always 
succeed in destroying the order. The implications of this theorem to quantum sta­
tistical systems follow from the analogy between a quantum system in d spatial 
dimensions and a classical system in d + 1 dimensions, where the extra (imag­
inary time) dimension is limited in extent by the inverse temperature {J. At any 
nonzero temperature, a certain class of fluctuations of the continuous order pa­
rameter occurs on a length scale greater than v{J (v is the characteristic velocity), 
and these long-wavelength fluctuations are thus governed by classical statisti­
cal mechanics. The Mermin-Wagner-Coleman theorem then implies that no con­
tinuous symmetry can be broken in two dimensions except at zero temperature. 
In a one-dimensional quantum system, such breaking is impossible even at zero 
temperature. 

We point out that the Mermin-Wagner-Coleman theorem does not forbid all 
transitions implying a continuous order parameter. Such transitions are possible, 
provided they do not imply an expectation value of the order parameter. The best­
known example is the Kosterlitz-Thouless transition in the 0(2) model defined 
on a plane (the two-dimensional XY model). In this model, the local order pa­
rameter is a planar, fixed-length vector n, and topological defects (vortices) play 
an important role. These vortices are bound in pairs below some critical temper­
ature and are deconfined above that temperature. In both phases the average (n) 
vanishes. 

§3.3. The Renonnalization Group: Lattice Models 
The scaling hypothesis of Sect. 3.2.2 has been motivated by the introduction of 
block spins with an effective Hamiltonian having the same form as the original 
Hamiltonian, albeit with different values of the couplings (this last step has not 
been demonstrated, but seems plausible; in fact it is only approximately valid). 
This procedure is called block-spin renormalization or real-space renormalization 
and defines a map between an original Hamiltonian H and a new scaled Hamilto­
nian H'. This map and its iterations form what we call the renormalization group, 
the most powerful tool at our disposal in the analysis of critical phenomena. In 
this section we present a survey of the basic concepts, along with a more detailed 
calculation within the Ising model on a triangular lattice. An exhaustive presenta­
tion of the renormalization group lies outside the scope of this review chapter and 
may be. found in many good texts. 
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3.3.1. Generalities 

We consider a generald-dimensionallattice model withN spins ui and Hamiltonian 

(I) (2) 

H(J, [5], N) = '0 + 'I LUi + '2 L UiUj + '3 L UiUj + . . . (3.50) 
i (ij) (i;) 

J represents the collection of couplings' 0"1' ... and the symbol L~:I~ means a 

summation over nearest neighbors, while L~:h means a summation over next-to­
nearest neighbors, etc. Other couplings can possibly be included, with three-spin 
couplings and so on. We then define block spins E1, along with a set of indepen­
dent variables collectively denoted by ~I and describing the remaining degrees of 
freedom within each block. The Hamiltonian can in principle be rewritten in terms 
of these variables, and the partition function is 

Z(J,N) = L exp -H(J, [E], [~],N) (3.51) 
[EJ[~) 

The inverse temperature f3 has been absorbed in the couplings 'i' Each block is of 
size r in units of the lattice spacing, and the number of blocks is therefore Nr-d • 

The block Hamiltonian H'(J', [E], Nr-d ) is obtained by tracing over the internal 
variables ~: 

exp -H'(J', [E], Nr-d ) = L exp -H(J, [E], [~], N) (3.52) 
[~) 

We have assumed that H' has the same functional form as H, and this fixes the 
value of the effective coupling J'. This assumption is only approximately valid, but 
the closer we are to the critical point, the better this approximation is. Its validity 
can also be improved with the inclusion of a more complete set of couplings in the 
theory. The partition function is then 

Z(J,N) = L exp -H'(l', [E],Nr-d ) 

[E) 

= Z(J', Nr-d ) 

The free energy per site is therefore mapped as 

f(J) = r-df(J') 

(3.53) 

(3.54) 

The map J -+ J' from the original set of couplings to the set of effective block 
couplings generates the renormalization group.3 We write 

J' = T(J) (3.55) 

Iterations of this map generate a sequence of points in the space of couplings, which 
we call a renormalization group (RG) trajectory. Since the correlation length is 

3 In fact, some information is lost during the process of tracing over the internal variables u. Thus 
the map J -+ J' is not reversible and the renormalization group is only a semi·group. 
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reduced by a factor r at each step, a typical renormalization-group trajectory tends 
to take the system away from criticality. Because the correlation length is infinite 
at the critical point, it takes an infinite number of iterations to leave that point. 
In general, a system is critical not only at a given point in coupling space but 
on a whole "hypersurface", which we call the critical surface, or sometimes the 
critical line. Under renormalization-group flow, a point on the critical surface 
stays on the critical surface. A point Jc on the critical surface that is stationary 
under renormalization-group flow is called a fixed point of the renormalization 
group: 

(3.56) 

In general, the map (3.55) is nonlinear and its exact analysis is difficult. What is 
most important, however, is its behavior near a fixed point, which can be obtained 
by linearizing the renonnalization-group map around Jc • This is done by defining 
the difference 8J = J - J c and expanding T to first order in a multivariable Taylor 
series. The resulting truncation is a linear map of the differences 8J: 

A .. = aTi 
11 aI. 

1 

8J' = A 8J (3.57) 

The matrix A may be diagonalized, with eigenvalues Ai and eigenvectors ui • These 
eigenvectors form a basis of coupling space, that is, 

(3.58) 

with the ti's playing the role of "proper couplings." In terms of these, the 
renormalization-group linearized action is diagonal: 

t~ = Aiti 
= rYiti 

(3.59) 

The exponents Yi are precisely the scaling exponents4 a and b (times d) of 
Eq. (3.34), since the singular part of the free energy density transfonns like 

(3.60) 

Therefore all critical exponents can be obtained from the eigenvalues of the lin­
earized renonnalization-group transformation at the fixed point. To find these 
eigenvalues is the prime objective of renormalization-group calculations. 

The character of a fixed point is determined by whether the eigenvalues Ai are 
greater or smaller than 1, or equivalently whether the exponents Yi are positive or 
negative. A fixed point with positive and negative exponents is called hyperbolic be­
cause of the shape ofrenonnalization-group trajectories near Jc • A two-parameter 
example is illustrated in Fig. 3.2. The critical surface (which is a line on the figure) 

4 The reduced temperature may undergo a sign change, since Ji ex liT, but this does not affect the 
critical exponents. 
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is the set of points in coupling space whose renormalization-group trajectories end 
up at the fixed point: 

(3.61) 

The critical surface near Jc is a vector space spanned by the eigenvectors uj such 
that Aj < 1. Off the critical surface, the system is taken away from it by the 
renormalization-group flow. 

-------~-

Figure 3.2. Schematic renormalization-group flow around a generic hyperbolic fixed point. 

A parameter tj associated with a positive scaling exponent (Aj > 1) is called 
relevant, since it grows under renormalization-group flow (i.e., when the system 
is scaled away from criticality). If, on the contrary'Yj < 0 ()'.j < 1), tj is said to be 
irrelevant, whereas if Yi = 0 (Ai = 1) it is marginal. Marginal operators do not 
scale with a power law behavior near a critical point, but rather logarithmically; 
the linear approximation around the fixed point Jc is then invalid. 

The existence of critical surfaces and fixed points is thought to explain the uni­
versality of critical exponents (i.e., that many different systems are characterized 
by the same critical exponents). In other words, statistical systems seem to fit into 
universality classes whose members share the same critical behavior. This can be 
understood if different systems live on submanifolds of one large coupling space, 
and if these submanifolds intersect the same critical surface. At criticality, all of 
these systems will be (presumably) driven toward the same fixed point, with the 
same scaling exponents. 

3.3.2. The Ising Model on a Triangular Lattice 

In order to illustrate some of the previous statements we will perform an ex­
plicit real-space renormalization-group calculation for the Ising model living on a 
triangular lattice. 
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The block structure is indicated on Fig. 3.3. The Ising Hamiltonian is written 
as 

(1) 

H(k,h) = -k LUjUj -h LUj (3.62) 
(jj) j 

Each lattice site has 6 nearest neighbors. A block I is made of three spins, which 
we call 0{ , cIz and ~ . We define the block spin 1:[ as 

1:[ = sgn (0{ + 0{ + ~) (3.63) 

In other words, 1:[ adopts the sign of the majority. The three spins within a block 
lead to 23 = 8 different states, which makes four different states for the internal 
variable ~[ and two for the block spin 1:[. The four states are chosen to be 

~[: (+,+,-), (+,-,+), (-,+,+), (+,+,+) (3.64) 

and the actual state of the spins u j is obtained by multiplying by 1:[ = ±1. 

Figure 3.3. Block spins on the triangular lattice. 

We decompose the Hamiltonian into the sum of a "free" part Ho containing 
only the interaction within blocks, plus an "interaction" part V containing the 
interaction between blocks and with the external field: 

Ho= -kLLUjUj 
[ (ij) 

(iJEl) 
(3.65) 

We also define the following expectation values in which only the variables internal 
to a block are summed: 

(F[S) = Z,l LF[1:,~)exp-Ho{[1:), [~]) 
[~l 

Zr = E exp ~Ho([1:), [~]) 
[~l 

(3.66) 

(3.67) 
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According to (3.53), the block Hamiltonian H(k', h') is defined by 

exp -H(k',h') = Zr(ev} 

79 

(3.68) 

The "free" partition function Zr is easily calculated, since different blocks do not 
interact within Ho: 

Z - ZN/3 r - 0 

where Zo is the sum over states within a given block: 

Zo = L exp {k(E1 E~ + E~ E~ + E~ED} 

= 3e-k + elk 

(3.69) 

This last step follows from Eq. (3.64), wherein three states have energy k and one 
state has energy - 3k. 

The expectation value (e v) can be expressed as a cumulant expansion: 

(3.70) 

At this point we will make the approximation of keeping only the first term of 
this expansion. This amounts to neglecting the fluctuations of the interaction term 
within each block. The expectation value (V) is relatively easy to calculate. We 
start with the block-block interaction V[J. There are two elementary links between 
a pair of nearest-neighbor blocks and, as shown in Fig. 3.4, the interaction V[J is 

V[J = -k~(E1 + E~) (3.71) 

Since the expectation value within different blocks factorizes, we have 

(3.72) 

where (ED is the same for all i = 1,2,3. The expectation value (E~) is readily 
calculated: 

(E~) = ZOI L E~exp-k(E1E~ + E~E~ + E~ED 
/;/ (3.73) 

= Zol(e3k +e-k)E1 

where we have used the definition (3.63) for the block spin E/ . Consequently, the 
mean interaction term between blocks is 

elk +e-k 
( )

2 

(V[J) = -2k elk + 3e-k E/EJ (3.74) 

Since the average interaction with the external field involves only the expectation 
value (E~), we find 

( ) 2 ( ) 
e3k + e-k elk + e-k 

(V) = -2k lk 3e-k L E/EJ - 3 lk 3e-k h L EI 
e+ (IJ) e+ 1 

(3.75) 
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To first order in the cumulant expansion, the block-spin Hamiltonian is therefore 

H(k',h') = 3 lnZo + (V) (3.76) 

The first term is independent of ~l and may be ignored (except if one is interested 
in the value of the free energy F). We therefore end up with the following map 
between the block-spin couplings and the original ones: 

( )' k' 
elk +e-k 

= '1k elk + 3e-k 

(3.77) 

h' ( elk +e-k ) - 3h 
- e3k + 3e-k 

1 1 

Figure 3.4. Interaction between block spins in the nearest-neighbor Ising model on the 
triangular lattice. 

The renormalization-group (RG) flow associated with the above map is illus­
trated schematically in Fig. 3.5. There are 9 fixed points on this diagram, corre­
sponding to the possible combinations of h = 0, -00, 00 and k = 0, kc ' 00, where 
kc is detennined by the equation 

1 
:::::} kc = 4 In(1 + 2../2) ~ 0.336 (3.78) 

The fixed point (k, h) = (kc'O) is unstable in both directions and corresponds to 
a continuous phase transition. Near this point, the RG flow admits the following 
linearization: 

(&k') = (1.62 0) (&k) 
&h' 0 2.12 &h 

(3.79) 

with the eigenvalues Ak = 1.62 and Ah = 2.12. Since the scale factor for the 
triangular matrix is r = -/3, the free energy density scales as 

(3.80) 

The critical exponents can be calculated from (3.39) and from the scaling laws of 
Table 3.2. We list them here, together with the exponents obtained in the exact 
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solution of the same model: 

a f3 y 8 v " 
RG: -0.27 0.72 0.84 2.17 1.13 1.26 
exact: 0 ~ I 15 1 * 

Notice that the simplest RG calculation described here is not very successful at 
predicting the exponent ". The difference between its predictions and the exact 
exponents is attributed to the approximation made in neglecting higher-order terms 
in the cumulant expansion. If these terms were considered, more couplings would 
have to be included in order for the effective block Hamiltonian to have the same 
form as the original Hamiltonian, but a better agreement with the exact result would 
be found. 

(O,oo)..----~=_-___ _e__...-=---.... (00,00) 

h 

(0,0) .-_...-=::::~--~~--~:=:-.__:__. (00,0) 

(0,-00) 4t-----=:....-__ ............. --==---.... 

Figure 3.5. Schematic renormalization-group ftow for the Ising model on a triangular lattice. 
The k and h axes have been contracted to display the points at infinity. The completely 
unstable fixed point (ke , 0) corresponds to the continuous phase transition, whereas the 
other fixed points are associated with phases (with or without an external field). 

The other fixed points in Fig. 3.5 do not have the interpretation of phase tran­
sitions governed by temperature. Recall that the physical inverse temperature 
f3 = liT is included in the definitions of the coupling k and of the field h. The 
"physical" field is rather h = Th. Thus, the fixed point (k, h) = (0,0) corresponds 
to infinite temperature and small field h and describes a disordered phase. This 
point is unstable when an "infinite" field h is turned on and a nonzero magnetiza­
tion then appears, in one direction or the other. These ordered states are described 
by the points (O,±oo). At the other extreme. the fixed point (k,h) = (00,0) 
corresponds to zero temperature and describes an ordered phase in .the absence 
of a field. It is unstable against an infinitesimal field h, which drives the system 
into a state of nonzero magnetization, described by the points (00, ±oo). In gen­
eral, stable fixed points describe stable phases of the system. This interpretation 
is natural since the correlation length decreases along the RG trajectory and the 
statistical mechanics of the system becomes simpler, since more and more degrees 
of freedom have been eliminated. The unstable fixed points located between the 
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basins of attraction of stable fixed points are, on the contrary, associated with phase 
transitions governed by temperature (e.g., (k, h) = (kc ' 0» or by other parameters 
(e.g., (k,h) = (0,0». 

§3.4. The Renormalization Group: Continuum 
Models 

Block-spin-or real-space-renormalization is an intuitive procedure designed for 
lattice models. If we want to apply renormalization ideas to continuum models, be 
it in the context of statistical mechanics or that of quantum field theory, a different 
procedure is needed, namely momentum-space renormalization. In what follows, 
the term action functional is used instead of energy functional, as it should be in 
statistical mechanics, since we have quantum field theory in mind and will refer 
to scale transformations as defined in Chap. 2. 

3.4.1. Introduction 

For the sake of introduction, we consider a statistical model defined in terms of a 
single scalar field lP(x) in d-dimensional space (boldface letters denote vectors). 
The field lP(x) may be Fourier decomposed as follows: 

lP(x) = f (dk) ip(k) eih (3.81) 

The action functional S[IP] may be expressed in terms of the Fourier components 
ip(k). For instance. the action for the 1P4 theory in Eq. (3.19) becomes 

S[IP; r, u] = f (die) ~ip( -k)ip(k)(k2 + r) 

+ ~u f (dIe\)(dle2)(dk3) ip( -k\ - k2 - k 3 )ip(k\)ip(k2)ip(k3) 

(3.82) 
In general, we write the action as S[IP; u i ], where u i stands for the collection of 
parameters multiplying the various terms of the Lagrangian density. 

Naturally, the continuum theory is defined only through some regularization 
procedure, which we take here as a cutoff A, meaning that the integration is 
restricted to the region of momentum space such that all arguments k of ip(k) 
lie within the cutoff: Ikl < A. The Fourier decomposition (3.81) amounts to a 
unitary transformation of the degrees of freedom, as could easily be seen in a 
discrete version of the Fourier transform for a finite lattice of points. Therefore, 
the functional integration measure may be formally written as 

[dlP]A = n dlP(x) = n dip(k) (3.83) 
)C Ikl<A 

since no Jacobian arises from the change of integration variables lP(x) -+ ip(k). 
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The first step of the renonnalization procedures consists in integrating out the 
Fourier components ;p(k) such that Al5 < Ikl < A (the so-called fast modes). 
where 5 is some dilation factor (5 > 1). The number of degrees of freedom is 
then effectively reduced. with a new cutoff equal to Als. The remaining degrees 
of freedom (the slow modes) are governed by a modified action S'[q>; u j): 

exp -S'[q>; u j) = f n d;p(k) exp -S[q>; u j) (3.84) 
Als<fkl<A 

As long as we are interested in correlation functions of slow modes only. the 
effective action S' is entirely equivalent to the original action S which includes 
fast modes. 

The second step of the renonnalization procedure is a scale transfonnation on 
the slow-mode action. as defined in Eq. (2.121): 

k -+ k' = 5k or x -+ x' = xIs (3.85) 

Here the scaling factor). is 1/s. In general such a transfonnation also affects the 
field: 

q>(x) -+ q>'(xI5) = s~q>(x) or ;p'{sk) = s~-d;p(k) (3.86) 

The exponent !l. is the scaling dimension of the field q> and is related to the exponent 
11: !l. = 1112. Such a transfonnation of the field affects the functional integration 
measure only through a multiplication factor. After this rescaling. the modified 
action S' can be rightfully compared with the initial action S. because they now 
have the same cutoff A. that is. the same set of degrees of freedom (this was not 
true before rescaling). As said above. the two actions S and S' are equivalent as far 
as the slow modes are concerned: they describe the same long-distance properties. 
However. the parameters u j defining these two action functionals are different in 
general: S'[q» = S[q>; Ui).6 We thus generate a curve uj(s) in parameter space (5 is 
the rescaling factor). and each point on this curve defines an action functional with 
the same long-distance properties. The outcome of the renormalization procedure 
can be expressed in a set of coupled flow equations in parameter space: 

duo 
dIn's = {Jj(Uj ) (3.87) 

where {Jj is commonly referred to as the beta function associated with the parameter 
u j • Like before. afixed point uj of the renonnalization group is a point in parameter 
space that is unaffected by the renonnalization procedure. In other words. it is 
characterized by a vanishing beta function: 

{Jj(uj) = 0 (3.88) 

S This procedure is known as the Wilson·KadanoJfrenormtllization scheme. 
6 This equation supposes that the scaling dimension ll. bas been chosen appropriately; otherwise, 

the two actions are not equal, but differ by a multiplicative constant. Also, the number of parameters 
needed for the new action to be of the same form as the old action is. in principle infinite. In practice, 
however, one keeps only a finite subset of parameters: relevant and marginal ones. Irrelevant parameters 
(in the RG sense) rapidly decrease under RG flow. 
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To summarize, arenormalization-group transformation amounts to a scale trans­
formation applied both to the action and to the integration measure (Le., the Fourier 
modes that would be scaled beyond the cutoff A are integrated out). A fixed point 
of the renormalization-group transformation thus defines a theory that has scale 
invariance at the quantum level. 

THE GAUSSIAN MODEL 

The simplest example of a continuum model for which the renormalization pro­
cedure can be carried out exactly is the free boson, or Gaussian model, obtained 
from Eq. (3.82) by setting U = 0: 

S[qJ; r) = (dk) ~~*(k)~(k)(k2 + r) (3.89) JA 2 

In this model the fast and slow modes are decoupled, since different values of the 
wavevector do not mix in the action. Therefore, integrating the fast modes produces 
only an irrelevant multiplicative constant in front of the partition function. The 
effective slow-mode action is then 

S'[qJ) = ( (dk) ~~( -k)~(k)(k2 + r) JAls 2 

= s-d ( (die') ~~( -k'ls)~(k'ls)(kl2ls2 + r) JA 2 

= Sd-2A-2 ( (dk') ~~( -k')~'(k')(kl2 + s2r) JA 2 

(3.90) 

We immediately see that S', in terms of qJ', has the same form as S[qJ), provided 
r = 0 and ~ = 4d - 1. This we knew already from Eq. (2.124). In this particular 
case, the scale transformation on the path-integral measure brings nothing new and 
the scaling properties all follow from the action alone. Thus, the massless (r = 0) 
Gaussian model is a fixed point of the renormalization group--in fact, the simplest 
of all fixed points from the present point of view. 

3.4.2. Dimensional Analysis 

We consider a field l/J (not necessarily a scalar field) governed by an action func­
tional S[l/J) and let us assume that there exists a fixed-point action So[l/J) (not 
necessarily Gaussian) at some point in parameter space, which we take, for con­
venience, as the origin. In the vicinity of this fixed point, the generic action S[ l/J) 
may be expressed as 

S[l/J) = So[l/JJ + 4= u j f dx OJ(x) 
I 

(3.91) 

where the OJ(x)'s are some local operators, expressible in terms of the field 
l/J. The couplings u j must be small if we are close to the fixed point. Un­
der a renormalization-group (scale) transformation, the field l/J transforms like 
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q,'(x) = st1q,(sx) and only So[q,] is invariant. The other terms are modified through 
their couplings: 

S'[q,] = So[q,] + ~u~(s) f dx OJ(x) 
I 

(3.92) 

In principle, the series on the r.h.s. may be infinite, and the transformed couplings 
u~ may depend on s in a complicated way, because of the functional integration of 
the fast modes. We assume, however, that the couplings u j are so small that they 
have a negligible effect on the fast mode integration. In this approximation, the 
new couplings u~ may be obtained simply from the behavior of the operators OJ 
under a scale transformation, which follows from the expression of OJ in terms of 
q,: 

O~(X) = S t1i Oj (sx) 

u j f dx O;(x) = U jS t1i - d f dx OJ(x) 
(3.93) 

Therefore 

U~ = usd- t1; 
I I 

(3.94) 

In other words, in this zeroth-order approximation, the dimensions of couplings 
are obtained from the scaling dimension fl. of q, by applying dimensional analysis. 

Adopting the terminology of the previous section. a coupling is said to be 
relevant if fl.j < d: It will grow as the fast modes are integrated. An irrelevant 
coupling is such that fl.j > d, and will shrink as the fast modes are integrated. At 
last, a marginal coupling will stay the same, or rather vary logarithmically near 
the fixed point.7 

For instance, we now look at some operators within the Gaussian model. The 
first operator that comes to mind is the mass term O2 = 4~2, with coupling T. With 
Gaussian scaling (i.e., fl. = 4d -1) we find that fl.2 -d = -2, and hence r' = s2r. 
This, of course, was already known from Eq. (3.90). Thus, the mass term is relevant 
at the Gaussian fixed point, in all dimensions. This is a trivial statement since we 
know from Chap. 2 that the mass is the inverse correlation length (JL ...... ~-l) and 
that ~ decreases under scaling (~' = ~/s). The quartic coupling of the q>4 theory 
is associated with the operator 0 4 = ~4, with fl.4 - d = d - 4. Thus the quartic 
coupling U is relevant in dimensions smaller than four, irrelevant in d > 4, and 
marginal in d = 4 (still at zeroth order). At this order, it looks as if any (positive) 
value of U yields a fixed point in d = 4. 

7 It is important to keep in mind that the scaling dimensions of operators. or the relevance or irrele­
vance of couplings. depends not only on the form of these operators in terms of ,p. but also on the fixed 
point considered. 
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3.4.3. Beyond Dimensional Analysis: The fP4 Theory 

To go beyond dimensional analysis, we generally use perturbation theory: We 
expands the exponential exp -S in powers of the perturbing coupling. The problem 
is then reduced to the calculation of Gaussian correlators, which can be done using 
Wick's theorem. Since we will make little use of perturbation theory in this work, 
this method is not reviewed in these introductory chapters; again we refer the reader 
to the standard texts on quantum field theory. Here we simply cite known results. 

To first order in u and r, perturbation theory leads to the following 
renormalization-group transformation of the couplings: 

r' = s2(r + ub(1 _ S2-d» 

with 

b = KdA d-2/(2d - 4) 

In matrix form this becomes 

(3.95) 

(3.96) 

(3.97) 

We recall that the proper couplings ti of Eq. (3.58) are obtained by diagonalizing 
this matrix. The eigenvalues and eigenvectors are 

A} =S2 

, 4-d 
11.2 =s 

u}=(1,O) 

~ = (-b, 1) 

Since by definition (r, u) = t} u} + t2~' we have the proper couplings 

t} = r + bu t2 = U 

(3.98) 

(3.99) 

At this order, there is a critical line in d > 4 specified by the equation t} = 0, or 
r = -bu. Ind = 4, it still looks as if any value oft2 = u constitutes a fixed point. 

However, this picture breaks down once we take into account higher orders of 
u in the perturbation expansion. At second order, we find that 

r' = S2 [r + 1::tr2 (~A2(1 - S-2) - rloS)] 

[ 
3U2 ] U' =s4-d U - --los 
16:tr2 

(3.100) 

The quartic coupling then receives logarithmic corrections in d = 4. This RG 
mapping is better expressed by the corresponding beta functions: 

dr ur uA2 
--=2r--+--
d los 16:tr2 16:tr2 

du d 3 2 --=(4- )u---. u 
dlos 16:tr2 

(3.101) 
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This shows the emergence of a new (non-Gaussian) fixed point at r, u =F 0, whose 
location is readily found from the above beta functions: 

16n2 
u* = -(4-d) 

3 
d-4 2 

r*= --A 
6 

(3.102) 

It is a straightforward exercise to linearize the flow (3.101) around this new fixed 
point and to find the critical exponents. For reasons that will not be explained 
here, the critical exponents of the ({J4 theory (and of other Gaussian-like models) 
are calculated in the form of a series in powers of e == 4 - d (the so-called 
e-expansion). Each additional order in perturbation theory leads to the correct 
evaluation of a new term of this expansion. To order e2, the exponents of the ({J4 

theory are calculated to be 

(3.103) 

The ({J4 model in d = 4 clearly illustrates that scale invariance of the action (here 
on the line r = 0) does not guarantee scale invariance at the quantum level (Le., 
a renormalization-group fixed point). This breakdown of dimensional analysis is 
due to interactions. 

§3.S. The Transfer Matrix 

A powerful way to solve the Ising model and other related statistical models is 
the transfer matrix method, which is the analogue in statistical mechanics of the 
operator formalism in quantum field theory. In this section we will describe this 
formalism and indicate how it can lead to an analogy between quantum field 
theories and statistical systems near criticality. 

Again, we tum to the Ising model on a square lattice with m rows and n columns. 
A spin is here indexed by two integers8 for the row number and column number, 
respectively, and we will impose periodic boundary conditions 

(3.104) 

thereby defining the lattice on a torus. Let us denote by ILi the configuration of 
spins on the i-th row: 

(3.105) 

There are 2n such configurations. The row configuration ILi has an energy of its 
own: 

n 

E[ILi) = L uikui.k+1 
k=1 

8 The two indices will be separated by a comma only when necessary to avoid confusion. 

(3.106) 
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as well as an interaction energy with the neighboring rows: 

n 

E[JLi' JLj] = L CTikCTjk 
k=1 

3. Statistical Mechanics 

(3.107) 

We next define a formal vector space V of row configurations spanned by the IJLi}' 
for which we introduce a "bra-Iret" notation in analogy with quantum mechanics. 
On this space, we define the action of the transfer matrix T by its matrix elements: 

(3.108) 

In terms of the operator T, the partition function has the following simple form: 

(3.109) 

= Tr Tm 

The transfer matrix defined in (3.108) is manifestly symmetric, and therefore diag­
onalizable. The partition function may be expressed in terms of the 2n eigenvalues 
Ak ofT: 

2"-1 

Z= L Ai: (3.110) 
k=o 

The thermodynamic limit is obtained when m, n -+ 00. In this limit, the free 
energy can be extracted by keeping only the largest eigenvalue of T, assuming, for 
the sake of argument, that it is nondegenerate. Indeed, the free energy per site f is 
given by 

-fiT = lim _1_ In (A;;Z + A 7' + ... ) 
m,n-+oo mn 

= lim -1-{mlnAo + In(I + (AI/Aor + ... )} 
m,n-+oo mn 

I. InAo 
= Im-­

n-+oo n 

(3.111) 

since All Ao < 1. The calculation of more complicated thernlodynamic quantities 
requires the knowledge of more eigenValues. 

In order to express correlation functions in terms of the transfer matrix, we 
introduce a spin operator ui acting on V and giving the value of the spin on the 
i-th column when acting on basis vector IJL}: 

(3.112) 
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Then 

(Uil'i+r.k) = ~ L (J..L 1ITIJL2)··· (JLilo-jTIJLi+I)'" 
J.l.1.···.J.l.m 

= 

.,. (J..Li+rlo-kTIJ..Li+r+I)··· (JLmITIJ..LI) 

Tr (rm-r o-j r o-k) 

TrTm 

89 

(3.113) 

This should be reminiscent of the passage from the operator formalism to the path 
integral formalism in Euclidian quantum field theory. The transfer matrix here 
plays the role of the evolution operator U(a) over a "distance of time" equal to the 
lattice spacing a. In other words, one can define a Hamiltonian operator H as 

T = exp-aH (3.114) 

The eigenstates of T are the analogue of the energy eigenstates of quantum 
mechanics, the eigenvalues Er of H (the energy levels) being expressed as 

1 
E = --InA 

r a r 
(3.115) 

in terms of the eigenvalues of T. Therefore, the free energy density f/a 2 is propor­
tional to the vacuum energy per site, or the vacuum energy density in field theoretic 
language: 

f/a 2 = lim Eo 
n .... oo na 

(3.116) 

The magnetization (uij ) in the thermodynamic limit is 

(3.117) 

= (010-110) 

where we have inserted a complete set of T eigenstates, which reduces to 10) (01 in 
the limit m ~ 00 because of the exponential factor. The statistical average of the 
spin is therefore given by the "vacuum expectation value" of the corresponding 
operator S. This applies to any local quantity and its operator. 

Likewise, the pair correlation function can be expressed in the thermodynamic 
limit: 

= lim emaEo " (Ole(m-r)aE°S li)(ile-raE,S 10) _00 ~ 1 1 

1 
(3.118) 

= (Sl1}2 + I (OISI 11)12 exp-ra(E1 -Eo) + ... 
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The connected correlation function in the long distance limit (r » I) is therefore 

(3.119) 

The energy gap E I - Eo is the mass m of the field quantum: It is the energy of 
a particle at rest. The relation between the correlation length and the mass of the 
associated Euclidian quantum field theory is therefore 

1 
~=-

ma 
(3.120) 

Near a critical point the correlation length grows without bounds and correspond­
ingly the mass goes to zero (for fixed a). In other words, the largest eigenvalues 
of the transfer matrix coalesce at the critical point. 

To summarize, we have shown how a lattice model can be described in an 
operator formalism, which makes clear the very close analogy with Euclidian 
quantum field theories. The free energy density is then the vacuum energy density, 
the pair correlation function is the field's propagator, and the correlation length 
is proportional to the inverse mass. A system at the critical point is therefore 
equivalent to a massless field theory, provided the lattice spacing a is not exactly 
zero. 

Exercises 

3.1 The binomial distribution 
Consider a set of N particles moving almost freely in a box of volume V, with occasional 
collisions among themselves. The probability that a given particle be within the left half of 
the box at any moment is ~. If we neglect the volume of the particles, i.e., if the density of the 
gas is not too large, then the fact that a particle is in the left half of the box is independent 
of the situation of other particles, and the number n of particles in the left half obeys a 
binomial probability distribution: 

N! -N 
pen) = '(N _ ),2 n. n. 

a) Compute the expectation value of the binomial distribution, namely the quantity (n) = 
L~=o nP(n), which represents the average number of particles in the left half of the box. 

b) Compute the standard deviation t::.n = (n _ (n})2(2. 

c) By expanding the probability pen) around the mean value (n), find the thermodynamic 
limit of the distribution pen). 
Result: Writing n = ~ + 8, and using Stirling's formula 

1 1 
lnx! = (x + 2)lnx -x + 21n21f + D(l/x) 

forlarge x, we find that 

peN ) {!; -2(2N_l)e2/N2 -+8 ~ -e 
2 1fN 
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Hence, in tenns of the scaling variable x 
becomes the Gaussian distribution 

2e/../N, the thennodynamic distribution 

P(x) 
1 _x2 = -e 

.fo 

3.2 The one-dimensioMllsing model 
We consider the one-dimensional Ising model, with energy (3.6). We introduce the scaled 
variables K = -JlkBT and H = hlkBT. 

a) Show that the partition function on a chain of N sitesi = 1, .. ,N, with periodic boundary 
conditions N + 1 == 1, can be expressed as the trace 

ZN(K, H) = S~l exp {K ~ SiSj + H ~>i } 
SN+J=51 

= Tr(T(K,H~) 

where T(K, H) is the 2 x 2 transfer matrix of the model. Show that T(K, H) is 

in the basis (+ 1, -1) for s. 

b) Compute the thennodynamic free energy 

f(K,H) = lim -(lIN)lnZN(K,H) 
N->oo 

Hint: (ZN ) liN is dominated by the largest eigenvalue of the transfer matrix T, namely 

Amax = eK cosh(H) + J e-2K + e2K sinh(H) 

c) Compute the magnetization M = -a{loK. Show in particular that the magnetization 
is linear for h small (M ~ he2K ). Deduce that the magnetic susceptibility diverges at 
zero temperature. Show that there is no phase transition at finite temperature for the one­
dimensional Ising model. 

d) Compute the spin-spin correlation in the thennodynamic limit. 

3.3 Free energy of the one-dimensioMI Potts model 
In theq-state Potts model, the spin variablesi takesq possible values, in the set to, 1, ... ,q­
I}. The energy of a configuration reads 

and we use the scaled variable K = JlkBT. 

-JL8si ,Sj 

(ij) 

a) Write the transfer matrix T of the one-dimensional model with periodic boundary 
conditions in tenns of the q x q matrix J, with all entries equal to 1. 
Result: T = (eK - 1)n +J. 

b) Compute the thennodynamic free energy of the one-dimensional q-state Potts model. 
Hint: Note thatP = qJ, and use this fact to compute Tr(TN). 
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3.4 Transfer matrix for the two-dimensio1Ulllsing model 
The two-dimensional Ising model with spins Si; sitting at the vertices (i. j) of a square lattice 
of size N x L in zero magnetic field has the energy 

E[s] = -J L Si;Skl 

«ij)(k.l» 

where the sum extends over all the bonds of the lattice. We use the scaled variable K = 
JlkBT. 
Write the row-to-row transfer matrix for this model, namely the 2L x 2L matrix T L (K), such 
that the partition function ZN,L with periodic boundary conditions reads 

ZN,L(K) = Tr(TL(~) 

3.5 Numerical diago1Ullization of transfer matrices 

a) Given a symmetric indecomposable r x r matrix T, show that it has a unique maximal 
eigenvalue Amax. Let Vrnax denote the corresponding (normalized) eigenvector. 

b) We define the sequence of vectors VO.VJ,V2.··· where Vo is arbitrary and the other 
members of the sequence are defined by recursion: V,,+I = Tv,,1 I Tv" I (Ixl denotes the 
Euclidian norm of x). Show that if the scalar product Vo . Vmax does not vanish, then the 
sequence v" converges exponentially fast to Vrnax. 

Hint: Decompose Vo in the orthonormal diagonalization basis of T. 
c) Using the above, write a computer program to extract the largest eigenvalue of a symmetric 
matrix T. 
d) Application: Evaluate numerically the thermodynamic free energy of the two­
dimensional Ising model on an infinite strip of width L, at the known critical value of 
the coupling K = Kc = -(I/2) In (...ti - I). (Use Ex. 3.4 above for the definition of the 
relevant transfer matrix.) Plot the results for various widths L. Fit the results with the ansatz 

7r 1 
h = Lfo- 6Lc + O(V) 

and evaluate the constants fo and c. The quantity c is the central charge of the corresponding 
conformal field theory. Its exact value for the two-dimensional Ising model is c = 112. 

Notes 
There are many excellent texts on statistical mechanics; we cannot list them all here. The 
very thorough and pedagogical text by Diu and collaborators [106] deserves special men­
tion. Texts by Ma [261], Huang [194] and Pathria [292] are widely used. Among texts 
emphasizing critical phenomena are those of Amit [13], Binney et al. [47], Le Bellae [253], 
Ma [260] and Parisi [287]. 

Some discrete statistical models are described and solved using transfer matrix tech­
niques in Baxter's text [31]. The scaling hypothesis for the free energy was intr.oduced 
by Widom [355]. The idea of introducing block spins to calculate critical exponents is 
due to Kadanoff [222]. Applications of the renormalization group to critical phenomena 
were initiated by Wilson and are described in Ref. [357]. The real-space renormalization 
group treatment of the Ising model on a triangular lattice was done by Niemeijer and van 
Leeuwen [282]. The emergence of conformal irwariance at critical points was shown by 
Polyakov [295]. 
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CHAPTER 4 

Global Conformal 
Invariance 

This relatively short chapter provides a general introduction to conformal symme­
try in arbitrary dimension. Conformal transformations are introducedin Sect. 4.1, 
with their generators and commutation relations. The conformal group in dimen­
sion d is identified with the noncompact group SO(d + 1, 1). In Sect. 4.2 we study 
the action of a conformal transformation on fields, at the classical level. The notion 
of a quasi-primary field is defined. We relate scale invariance, conformal invari­
ance, and the tracelessness of the energy momentum tensor. In Sect. 4.3 we look at 
the consequences of conformal invariance at the quantum level on the structure of 
correlation functions. The form of the two- and three-point functions is given, and 
the Ward identities implied by conformal invariance are derived. Aspects of con­
formal invariance that are specific to two dimensions, including local (not globally 
defined) conformal transformations, are studied in the next chapter. However, the 
proof that the trace T/J. /J. vanishes for a two-dimensional theory with translation, 
rotation, and dilation invariance is given at the end of the present chapter. 

§4.1. The Conformal Group 

We denote by g/J.v the metric tensor in a space-time of dimension d. By definition, 
a conformal transformation of the coordinates is an invertible mapping x -+ x', 
which leaves the metric tensor invariant up to a scale: 

(4.1) 

In other words, a conformal transformation is locally equivalent to a (pseudo) 
rotation and a dilation. The set of conformal transformations manifestly forms 
a group, and it obviously has the Poincare group as a subgroup, since the latter 
corresponds to the special case A (x) == 1. The epithet conformal derives from the 
property that the transformation does not affect the angle between two arbitrary 
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curves crossing each other at some poiDt, despite a local dilation: the conformal 
group preserves angles. (This is of some importance in cartography applied to 
navigation, since the relative size of nations is then less important than aiming in 
the right direction!) 

We investigate the consequences of the definition (4.1) on an infinitesimal trans­
formationxll ~ X'll = XIl+E"Il(X). The metric, at first order in E",changes as follows 
(cf. Eq. (2.192»: 

gil" ~ gil" - (ailE"" + a"E"Il) 

The requirement that the transformation be conformal implies that! 

ClIlE"" + a"E"1l = «x)gll" 

The factor «x) is determined by taking the trace on both sides: 

2 
«x) = {japE"p 

(4.2) 

(4.3) 

(4.4) 

For simplicity, we assume that the conformal transformation is an infinitesi­
mal deformation of the standard Cartesian metric gil" = '11l " , where '11l" = 
diag(1, 1, ... , 1). (If the reader insists on living in Minkowski space, the treatment 
is identical, except for the explicit form of '11l".) By applyiDg an extra derivative 
a p on Eq. (4.3), permuting the indices and taking a linear combination, we arrive 
at 

2all a"E"p = '1llpClj + '1"paJ - '11l"Cl/ 

Upon contracting with '11l", this becomes 

2;Y-E"1l = (2 - d)ClJ 

Applyiilg Cl" on this expression and cP on Eq. (4.3), we find 

(2 -d)Clllaj = '11l"a2f 

Finally, contracting with '11l", we end up with 

(d -I)a2f = 0 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

From Eqs. (4.3)-(4.8), we can derive the explicit form of conformal transforma­
tions iD d dimensions. 

First, if d = I, the above equations do not impose any constraint on the function 
f, and therefore any smooth transformation is conformal in one dimension. This 
is a trivial statement, since the notion of angle then does not exist. The case d = 2 
will be studied in detail later. For the moment, we concentrate on the case d ~ 3. 
Equations (4.8) and (4.7) imply that allaj = 0 (i.e., that the functionf is at most 
liDear iD the coordinates): 

«x) = A +B Xll Il (A, B Il constant) 

1 The summation convention on repeated indices is used unless explicitly stated. 

(4.9) 
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If we substitute this expression into Eq. (4.5), we see that 0llovEp is constant, which 
means that E I-' is at most quadratic in the coordinates. We therefore write the general 
expression 

(4.10) 

Since the constraints (4.3}-(4.5) hold for all x, we may treat each power of the 
coordinate separately. It follows that the constant term all is free of constraints. 
This term amounts to an infinitesimal translation. Substitution of the linear term 
into (4.3) yields 

(4.11) 

which implies that b I-' v is the sum of an antisymmetric part and a pure trace: 

(4.12) 

The pure trace represents an infinitesimal scale transformation, whereas the anti­
symmetric part is an infinitesimal rigid rotation. Substitution of the quadratic term 
of (4.10) into Eq. (4.5) yields 

b b b h b - 1 (1 

cl-'VP = T/I-'P v + T/I-'V P - T/vp I-' were 11 = d C (11-' 

and the corresponding infinitesimal transformation is 

X'I-' = xl-' + 2(x. b)xl-' - bl-'x2 

which bears the name of special conformal transformation (SCf). 
The finite transformations corresponding to the above are the following: 

(translation) 

(dilation) 

(rigid rotation) 

(SCf) 

X'I-' = xl-' +al-' 

X'I-' =OtXI-' 

X'I-' = MI-'v xv 

xl-' -bl-'x2 
X'I-' = ------:c-=--,-

1 - 2b . x + b2x 2 

(4.13) 

(4.14) 

(4.15) 

The first three of the above "exponentiations" are fairly familiar, whereas the last 
one is not. We shall not demonstrate its validity here, but it is trivial to verify that its 
infinitesimal version is indeed (4.14), and straightforward to show that it is indeed 
conformal, with a scale factor A(x) given by 

A(x) = (1- 2b·x +b2x2 )2 (4.16) 

The SCf can also be expressed as 

X'I-' xl-' 
-=--bl-' 
xl2 x 2 

(4.17) 

Manifestly, the SCf is nothing but a translation, preceded and followed by an 
inversion xl-' ~ xl-' Ix2 • 



98 4. Global Confonnal Invariance 

We recall the definition (2.126) of the generator of an infinitesimal.transforma­
tion. If we suppose for the moment that the fields are unaffected by the transfor­
mation (i.e., F( <I>) = <1», the generators of the conformal group are easily seen to 
be 

(translation) 

(dilation) 

(rotation) 

(SCT) 

PJ1. = -iaJ1. 

D = -i.xJ1.a 
J1. 

LJ1.V = i(xJ1. av - X VaJ1.} 

KJ1. = -i{2xJ1.xvaV - x 2 aJ1.} 

(4.18) 

These generators obey the following commutation rules, which in fact define the 
conformal algebra: 

[D'PJ1.1 = iPJ1. 

[D,KJ1.1 = -iKJ1. 

[KJ1.' Pvl = 2i{'1J1.vD - LJ1.) 

[Kp,LJ1.vl = i{'1pJ1.Kv - '1pVKJ1.} 

[Pp,LJ1.vl = i{'1pJ1.Pv - '1PVPJ1.} 

[LJ1.v' Lpal = i(TJvpLJ1.(J + '1J1.(JLvp - '1J1.pL va - '1vaLJ1.p} 

(4.19) 

In order to put the above commutation rules into a simpler form, we define the 
following generators: 

lJ1.V = LJ1.v 

1_1,0 = D 

1 
1_1,J1. = 2{PJ1. - KJ1.} 

1 
1 0,J1. = 2{PJ1. +K) 

(4.20) 

where lab = -lba and a,b E {-I,O, 1, ... ,d}. These new generators obey the 
SO(d + 1, 1) commutation relations: 

(4.21) 

where the diagonal metric '1ab is diag( -1, 1, 1, ... ,I} if space-time is Euclidian 
(otherwise an additional component, say TJdd' is negative). This shows the isomor­
phism between the conformal group in d dimensions and the group SO{d + 1, 1), 
with 4{d + 2}(d + 1) parameters. Notice that the Poincare group together with 
dilations forms a subgroup of the full conformal group. This means that a theory 
invariant under translations, rotations, and dilations is not necessarily invariant 
under special conformal transformations. Conditions under which it should be 
invariant are studied in the next section. 

We end this section by constructing conformal invariants, that is, functions r{xj } 

of N, points Xj that are left unchanged under all types of conformal transformations. 
Translation and rotation invariance imply that r can depend only on the distances 
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IXi - Xi I between pairs of distinct points. Scale invariance implies that only ratios 
of such distances. such as 

IXi -xii 
IXk -x,I 

will appear in r. Finally, under a special conformal transformation. the distance 
separating two points Xi and Xi becomes 

, , IXi -xii 
IXi - Xi I = (I _ '1b . Xi + b2X~)l/2(I - '1b . Xi + b2x;)ln 

(4.22) 

It is therefore impossible to construct an invariant r with only 2 or 3 points. The 
simplest possibilities are the following functions of four points: 

IXI - x211x3 -x41 IXI -x211x3 -x41 
Ixl -x311x2 -x41 IX2 -x3l1xI -x4 1 

(4.23) 

Such expressions are called anharmonic ratios or cross-ratios. With N distinct 
points, N(N - 3)/2 independent anharmonic ratios may be constructed. 

§4.2. Conformal Invariance in Classical Field 
Theory 

A field theory has conformal symmetry at the classical level if its action is invariant 
under conformal transformations. As a first step in the description of such theo­
ries we define the effect of conformal transformations on classical fields. We then 
show how, in certain theories, conformal invariance is a consequence of scale and 
Poincare invariance. Again, it is important to realize that conformal invariance at 
the quantum level generally does not follow from conformal invariance at the clas­
sicallevel. A quantum field theory does not make sense without a regularization 
prescription that introduces a scale in the theory. This scale breaks the confor­
mal symmetry, except at particular values of the parameters, which constitute a 
renormalization-group fixed point. 

4.2.1. Representations of the Conformal Group in d 
Dimensions 

We first show how classical fields are affected by conformal transformations. Given 
an infinitesimal conformal transformation parametrized by wg • we seek a matrix 
representation Tg such that a multicomponent field ct>(x) transforms as 

(4.24) 

The generator Tg must be added to the space-time part given in (4.18) to obtain the 
full generator of the symmetry. as in Eq. (2.128). In order to find out the allowed 
form of these generators, we shall use the same trick, which may be used for 
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the smaller Poincare algebra: We start by studying the subgroup of the Poincare 
group that leaves the point x = 0 invariant, that is, the Lorentz group. We then 
introduce a matrix representation S Jl. II to define the action of infinitesimal Lorentz 
transformations on the field cI>(O): 

(4.25) 

S Jl. II is the spin operator associated with the field cI>. Next, by use of the commutation 
relations of the Poincare group, we translate the generator LJl.II to a nonzero value 
of x: 

(4.26) 

The above translation is explicitly calculated by use of the Hausdorff formula (A 
and B are two operators): 

1 1 
e-ABe" = B + [B,A] + 2' [[B,A],A] + I [[[B, A],A],A] + ... 

. 3. 
(4.27) 

This allows us to write the action of the generators: 

PJl.cI>(x) = -iaJl.cI>(x) 

LJl.llcI>(x) = i(xJl.all - xllaJl.)cI>(x) + SJl.llcI>(X) 
(4.28) 

We proceed in the same way for the full conformal group. The subgroup that 
leaves the origin x = 0 invariant is generated by rotations, dilations, and special 
conformal transformations. If we remove the translation generators from the alge­
bra (4.19), we obtain something identical to the Poincare algebra augmented by 
dilations, because of the similar roles played by P Jl. and KJl.. We then denote by 

SJl.II' ~, and KJl. the respective values of the generators LJl.II' D, and KJl. at x = O. 
These must form a matrix representation of the reduced algebra 

[~,SJl.II] = 0 

[~, KJl.] = -iKJl. 

[K",KJl.] = 0 

[Kp'SJl."] = i(T/pJl.K" - T/p"KJl.) 

[SJl.",Spu] = i(lI"pSJl.o + T/Jl.OSIIP - T/Jl.pSIIO - T/IIOSJl.P) 

(4.29) 

The commutations (4.19) then allow us to translate the generators, using the 
Hausdorff formula (4.27): 

eixPPpDe-ixPPp = D +x"P 
" 

eixPPpK e-ixPPp = K + 2x D - 2x"L + 2x (x"P) -:rP Jl. Jl. Jl. Jl." Jl. II Jl. 

from which we arrive finally at the following extra transformation rules: 

DcI>(x) = (-ix"a" + ~)cI>(x) 

KJl. cI>(x) = {KJl. + 2xJl. ~ - x"SJl." - 2ixJl.x"all + ix2 aJl. } cI>(x) 

(4.30) 

(4.31) 
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If we demand that the field <I>(x) belong to an irreducible representation of 
the Lorentz group, then, by Schur's lemma, any matrix that commutes with all 
the generators S/-L" must be a multiple of the identity. Consequently, the matrix 

Li is a multiple of the identity and the algebra (4.29) forces all the matrices" /-L to 

vanish. Li is then simply a number, manifestly equal to -i fl., where fl. is the scaling 
dimension of the field <1>, as defined in Eq. (2.121). That the eigenvalue of Li is not 
real simply reflects the non-Hermiticity of the generator Li (i.e., representations of 
the dilation group on classical fields are not unitary). 

In principle, we can derive from the above the change in <I> under a finite 
conformal transformation. However, we shall give the result only for spinless 
fields (S/-L" = 0). Under a conformal transformation x -+ x', a spinless field q,(x) 
transforms as 

I ax' I-t>ld 
q,(x) -+ 41' (x') =' ax q,(x) (4.32) 

where lax'laxl is the Jacobian of the conformal transformation of the coordinates, 
related to the scale factor A(x) ofEq. (4.1) by 

I: 1= A(x)-dl2 (4.33) 

A field transforming like the above is called "quasi-primary." 

4.2.2. The Energy-Momentum Tensor 

Under an arbitrary transformation of the coordinates x/-L -+ x/-L + €/-L, the action 
changes as follows: 

8S = fddx T/-L"iJ € 
/-L " 

= ~ f tflx T/-L"(iJ/-L€" + iJ"€/-L) 

(4.34) 

where T/-L" is the energy-momentum tensor, assumed to be symmetric.2 This 
is valid even if the equations of motion are not satisfied (cf. Eq. (2.191».The 
definition (4.3) of an infinitesimal conformal transformation implies that the 
corresponding variation of the action is 

8S = .!. f~x T/-L iJ €p d /-L P 
(4.35) 

The tracelessness of the energy-momentum tensor then implies the invariance of 
the action under conformal transformations. The converse is not true, since iJ p€p 
is not an arbitrary function. 

2 We have seen that in theories with rotation (or Lorentz) invariance, the energy-momentum tensor 
can be made symmetric, i.e., can be put in the Belinfante form. 
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Under certain conditions, the energy-momentum tensor of a theory with scale 
invariance can be made traceless, much in the same way as it can be made sym­
metric in a theory with rotation invariance. If this is possible, then it follows from 
the above that full conformal invariance is a consequence of scale invariance and 
Poincare invariance. 

We first consider a generic field theory with scale invariance in dimension d > 2. 
The conserved current associated with the infinitesimal dilation 

x'JJ. = (I + a)xJJ. 

is, according to (2.141), 

a.c II a.c 
iDJJ. = -CxJJ. + x a <1> + ~<1> 

a(aJJ.<1» II a(aJJ.<1» 

_ TJJ. II a.c 
- c ~ + ( )~<1> a aJJ. <1> 

(4.36) 

(4.37) 

where T:" is the canonical energy-momentum tensor (2.165). Since by hypothesis 
this current is conserved, we have 

We now define the virial of the field <1>: 

VJJ. = ~ ("JJ.P ~ + iSJJ.P) <1> 
c5(ap <1> ) 

(4.38) 

(4.39) 

where SJJ.P is the spin operator of the field <1>. We also assume that the virial is the 
divergence of another tensor crzJJ.: 

(4.40) 

This last condition is obeyed in a large class of physical theories. Then we define 

~" = !(O'JJ.II +O'"JJ.) 
2 

XAPJJ.II - _2_ {"APu';1I _ "AJJ.~II _ "AJJ.O'"P + "JJ.IIO'AP 
-d-2 + + + + (4.41) 

+ d ~ 1 ("AP"JJ.II - "AJJ.if")~O/ } 

and we consider the following modified energy-momentum tensor: 

TJJ.II = TJJ.II + a BPJJ.II +!a a yApJJ.II (4.42) 
C P 2AP'· 

The first two terms of the above expression constitute the Belinfante tensor (see 
Eq. (2.174». The last term is an addition that will make TJJ.II traceless. Because 
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of the symmetry properties of XAP/iV, this additional term does not spoil the 
conservation law: 

(4.43) 

Indeed, the addition would not be conserved if XJ..P/iV had a part completely sym­
metric in the first three indices, but this is not the case. This new term does not spoil 
the symmetry of the Belinfante tensor either, since the part of XJ..P/iV antisymmetric 
in IL, v is 

and it vanishes upon contraction with oJ.. 0 p' Finally, the trace of the new term is 

(4.44) 

Since 

it follows from (4.38) and (4.39) that 

(4.45) 

and therefore scale invariance implies that the modified energy-momentum ten­
sor (4.42) is traceless, provided, of course, that the virial satisfies condition (4.40). 
This relation also means that the dilation current may be generally written as 

(4.46) 

This argument holds only in dimensions greater than two, since X /i vJ..q is defined 
only for d > 2. However, the result still holds in dimension two. This is easily 
seen in particular cases. For instance, we know from Eq. (2.124) that the scaling 
dimension of the free scalar field vanishes if d = 2. Therefore, it follows from 
Eq. (4.38) that the canonical (or Belinfante) energy-momentum tensor is already 
traceless, and no modification thereof is necessary. The same is true of the free 
fermion action. We know of no general proof that the energy-momentum tensor 
of a two-dimensional field theory with scale invariance can be made traceless. 
However, we shall hold it to be true. To corroborate this hypothesis, we shall show 
in the next section, in a quantum context, that the vacuum expectation value of 
(T/i /i)2 vanishes in dimension two if conformal invariance is present. 
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§4.3. Conformal Invariance in Quantum Field 
Theory 

4.3.1. Correlation Functions 

In this section we examine the consequences of conformal invariance on two- and 
three-point correlation functions of quasi-primary fields. Consider the two-point 
function 

where </>1 and t/J2 are quasi-primary fields (not necessarily distinct). <I> denotes the 
set of all functionally independent fields in the theory (to which t/J1 and </>2 may 
belong), and S[ <1>] is the action, which we assume to be conformally invariant. 

We should remark here on an important detail that sometimes leaves newcomers 
puzzled. When one speaks of afield in conformal field theory, it does not necessarily 
mean that this field figures independently in the functional integral measure. For 
instance, a single boson t/J, its derivative a jL </>, and a composite quantity such as 
the energy-momentum tensor are all called fields, since they are local quantities, 
with a coordinate dependence. However, only some fields (such as the boson </> 
in this example) are integrated over in the functional integral. The richness of 
conformal invariance in two dimensions allows us to define theories based solely 
on the symmetry properties of the correlation functions, without reference (except 
in a few cases) to an action or a functional integral. The question "How many 
continuous, independent degrees of freedom are there?" is often an obscure one in 
this context, whereas the question "How many basic local operators are there that 
transform among themselves under conformal transformations?" is more relevant. 

The assumed conformal invariance of the action and of the functional inte­
gration measure leads to the following transformation of the correlation function, 
according to Eq. (2.148) (we consider spinless fields for simplicity): 

If we specialize to a scale transformation x -+ Ax we obtain 

Rotation and translation invariance require that 

(t/JI(X1)</>2(X2») = f{lx l -x2 1) 

where f{x) = >.. 6 1+62f{Ax) by virtue of (4.49). In other words, 

el2 
(t/JI(X1)</>2(X2») = Ix _ 161+62 

I x2 

(4.48) 

(4.49) 

(4.50) 

(4.51) 
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where el2 is a constant coefficient. It remains to use the invariance under special 
conformal transformations. We recall that, for such a transformation, 

l
ax' I 1 
ax = (I - 'lb . x + b2x2 )d 

(4.52) 

Given the transformation (4.22) for the distance Ix I - x21, the covariance of the 
correlation function (4.51) implies 

(4.53) 

with 

(4.54) 

This constraint is identically satisfied only if.6. 1 = .6.2 • In other words, two 
quasi-primary fields are correlated only if they have the same scaling dimension: 

(4.55) 

Comparison with Table 3.1 shows that the exponent 17 is 

17 = 2.6. + 2 - d (4.56) 

A similar analysis may be performed on three-point functions. Covariance under 
rotations, translations, and dilations forces a generic three-point function to have 
the following form: 

(4.57) 

wherexj; = IXj -x;1 and witha,b,c such that 

a +b +c =.6. 1 +.6.2 +.6.3 (4.58) 

Actually, a sum (over a, b, c) of such terms is also acceptable, as long as the above 
equality is satisfied. Under special conformal transformations Eq. (4.57) becomes 

q~~c) (YI y2f /2 (Y2Y3)bI2 (YI Y3y12 

y~1 Yf2y~3 x'f2 ~3 r{3 

For this expression to be of the same form as Eq. (4.57), all the factors involving 
the transformation parameter bl-' must disappear, which leads to the following set 
of constraints: 

(4.59) 
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The solution to these constraints is unique: 

a = &1 + &2 - &3 

b= &2+&3 -a1 

c= &3+ a l - &2 

4. Global Conformal Invariance 

(4.60) 

Therefore. the correlator of three quasi-primary fields is made of a single term of 
the form (4.57). namely 

(4.61) 

At this point the reader might feel encouraged by our success at calculating 
correlation functions (up to multiplicative constants. which only reflects a freedom 
in normalization for our fields). However. this impressive performance stops at 
three-point functions. Indeed. with four points (or more). it is possible to construct 
conformal invariants. the anharmonic ratios (4.23). The n-point function may have 
an arbitrary dependence (i.e .• not fixed by conformal invariance) on these ratios. 
For instance. the four-point function may take the following form: 

(4.62) 

where we have defined & = L~1 &i. 

4.3.2. Ward Identities 

We shall now write the Ward identities implied by conformal invariance. accord­
ing to the general identity (2.157). The Ward identity associated with translation 
invariance appears in Eq. (2.183) and we reproduce it here: 

(4.63) 

This identity holds even after a modification of the energy-momentum tensor. as 
in Eq. (4.42). Recall thatX stands for a product of n local fields. at coordinates Xi' 

i = 1, ... ,n. 
We consider now the Ward identity associated with Lorentz (or rotation) in­

variance. Once the energy-momentum has been made symmetric. the associated 
current j/Lvp has the form given in Eq. (2.172): 

(4.64) 
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The generator of Lorentz transformations is given by Eq. (2.134). Consequently, 
the Ward identity is 

a",{(T"'VxP - T"'Pxv)X) = ~c5(X -xj)[(xiaf -xfa£)(X) - ist(X)] (4.65) 
I 

where S~P is the spin generator appropriate for the i-th field of the setX. The deriva­
tive on the l.h.s. of the above equation may act either on the energy-momentum 
tensor or on the coordinates. Using the first Ward identity (4.63), we reduce the 
above to 

(4.66) 

which is the Ward identity associated with Lorentz (rotation) invariance. It states 
that the energy-momentum tensor is symmetric within correlation functions, except 
at the position of the other fields of the correlator. 

Finally, we consider the Ward identity associated with scale invariance. We 
shall assume that the dilation current j~ may be written as in Eq. (4.46), which 
supposes that the energy-momentum tensor has been suitably modified (if needed) 
to be traceless. So far we have not shown how this can be done generally in 
two dimensions, although we hold that it can be done. In the next chapter we 
shall provide an alternate derivation of the Ward identity, which circumvents this 
problem. Since the generator of dilations is D = -ixvav - il1 for a field of scaling 
dimension 11, the Ward identity is 

a", {T'" vXVX} = - ~ c5(x - Xi) {Xi ~i (X) + l1i (X} } (4.67) 

Here again the derivative a", may act on T'" v and on the coordinate. Using Eq. (4.63), 
this identity reduces to 

(4.68) 

Eqs. (4.63), (4.66), and (4.68) are the three Ward identities associated with 
conformal invariance. 

4.3.3. Tracelessness of TIJ.J) in Two Dimensions 

In this section we show that the vacuum expectation value of the trace of the energy­
momentum tensor (or of its square) vanishes in two-dimensions if the theory has 
scale, rotation, and translation invariance. This implies that this trace is identically 
zero in the quantum theory and that conformal invariance follows from scale, 
rotation, and translation invariance in dimension two. 

We consider the two-point function of the energy-momentum tensor (called the 
Schwinger function): 

(4.69) 
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Since by assumption the theory is translation and rotation invariant, T /J-IJ is con­
served and symmetric (or can be made symmetric). The symmetry of T /J-IJ implies 
that 

S/J-IJPO = SIJ/J-pa = S/J-IJ<TP = SIJ/J-up 

Translation invariance implies that 

S/J-lJpa(x) = (T/J-IJ(O)T pa(-x)} 

= (T pa(-x)T/J-IJ(O)} 

= Spa/J-IJ(-x) 

If the theory is invariant under parity, we conclude that 

S/J-lJpa(x) = Spa/J-lJ(x) 

(4.70) 

(4.71) 

(4.72) 

Finally, scale invariance implies that T/J-IJ transforms covariantly under scale 
transformations, with scaling dimension 2 since it is a density. This means that 

S/J-lJpa(J.x) = A -4S/J-lJpa(X) (4.73) 

All these constraints restrict the most general form that S/J-IJPU can take: 

S/J-lJpa(x) = (X2)-4 {A l g/J-$pa(X2)2 + A2(g/J-~1J<T + glJ.ugIJP)(r)2 

+A3(g/J-.,xpXu +g~/J-x)r +A4XIJ.X.,x~U} 
(4.74) 

(cf. Ex. 4.9). The constants AI to A4 are not all arbitrary. Indeed, the conservation 
law BP'T /J-IJ = 0 obviously extends to the Schwinger function. Taking the derivative, 
we find 

CY'S/J-lJpa(x) = _(X2)-4{3(A4 + 2A3)X.,x~u + (4A I + 3A3)g~~ 
(4.75) 

+ (4A2 - A3)(gp.,xu + gIJ<TXp )x2} 

This vanishes everywhere only if each combination of coefficients in parentheses 
vanishes. This leaves only one arbitrary constant: 

Upon inserting these values into Eq. (4.74), we find 

S/J-lJpa(x) = (X~)4 {(3g/J-$pa - g/J-~IJ(T - glJ.ugIJP)(X2)2 

- ~(gIJ..,x~u + g~lJ.x) + 8x/J-x.,x~u } 

It is then straightforward to show that the trace 

S/J- IJ. u u(x) = (T~ (x)T;,.(O)) 

(4.76) 

(4.77) 

(4.78) 
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vanishes everywhere. In particular (T':t (0)2) = 0, which implies that the operator 
Til- Il- has zero expectation value and zero standard deviation in the ground state. 
In fact, the general result is the Ward identity (4.68), which states that Til- Il- (x) 
vanishes within correlation functions, except when x coincides with the position 
of another field present in the correlator. 

Exercises 

4.1 Check Eqs. (4.3) and (4.5) explicitly. 

4.2 Demonstrate that the metric scale factor produced by a special conformal transformation 
is given by Eq. (4.16). 

4.3 Check Eq. (4.22) explicitly. 

4.4 

a) Show that the expression (4.62) for the four-point function is conformally covariant. 

b) Show that there are only two independent cross-ratios of the form (4.23) that can be built 
out of four points, except in dimension two, where the two cross-ratios are related. 

4.5 Scale invariance in momentum space 
In momentum space, a correlation function of a set X of n fields tPi (Xi) is represented by its 
Fourier transform rx(kl>'" ,kn): 

("" () "" ( » f dlel dlen- I r (k k )ei(I:I· ... I+···+l:n · ... n ) (4.79) Y'I XI ... Y'n Xn = (2n")d ... (2n)d x 1>"', n 

where -kn = kl + ... + kn- I is fixed by momentum conservation (translation invariance). 

a) Show that scale invariance imposes the following constraint on rx: 

rx(k l ,··· ,kn) = s(n-I)d-~I-"'-~nrx(skl"" ,skn) (4.80) 

where Ai is the scaling dimension of the field tPi. 

b) Show that the two-point function r 2 (k) of a scale-invariant theory is of the form 

1 r2(k) '" k 2-q (4.81) 

where 1/ is the critical exponent defined in Table 3.1 and k = Ikl. 

c) In dimension two, show that the two-point function in coordinate space must accordingly 
be 

1"" dk 
G(r) = k l - 10(kr) 

ilL q 
(4.82) 

where r = IXI - x21, k = Ikl, 1o is the zeroth-order Bessel function and L-I is a low­
momentum (infrared) cutoff. Explain how this is compatible with the form (4.55). 

4.6 Consider the Lagrangian of a free fermion in dimension two: 

i 
C = 2 lIIy°yl"'81' \II 

Obtain the precise form of the spin generator SI'V that would ensure Lorentz invariance. 
Then, write down the canonical energy-momentum tensor, the Belinfante modification to 
the latter, and the dilation current. 
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4.7 Traceless energy-momentum tensor 

a) Write down a modification of the energy-momentum tensor for the massless scalar field 
that is traceless in d > 2. 

b) Repeat the exercise for the massless ({J4 theory in d = 4. 

4.S Liouville field theory 
Consider the Liouville field theory in d = 2, with Lagrangian density 

£. = !a m(1'm - !m2erp 2 wr T 2 

Write down the canonical energy-momentum tensor and add a term that makes it traceless 
without affecting the conservation laws. 

4.9 The Schwinger function 
Eq. (4.74) gives the most general form of the Schwinger function compatible with trans­
lation, rotation, and scale invariance, as well as parity, in dimension two. The requirement 
of invariance under parity transformations is not essential in order to prove the traceless­
ness SI' ,: v(x) = 0, but simplifies the discussion. However, nothing in the form (4.74) is 
specific to two dimensions. The specificity comes from the possible introduction of the 
antisymmetric tensor in dimensions higher than two. 

a) Show that a possible addition to (4.74) in two dimensions, compatible with all the 
symmetries, is 

AS(El'uEvp + El'pEV(J)(~)2 
and demonstrate that it reduces to a linear combination of the first two terms of (4.74). 

b) Show that an admissible generalization of this addition in three dimensions is 

AS(EI'O'aEvplI + El'paEV(JII)x"xll(~) 
Show that this addition is not equivalent to a combination of the other terms and that 
the imposition of the conservation law 1}I'Sl'vpa(x) = 0 does not lead to the tracelessness 
property SI'I' v v(x) = 0 in three dimensions. 

Notes 

The conformal group was studied early on by mathematicians, in particular by Lie [256]. The 
invariance of Maxwell's equation under the conformal group was noticed by Bateman [26] 
and Cunningham [85] at the beginning of the century. Even before, the tracelessness of the 
electrodynamic energy-momentum tensor had been noticed indirectly by Bartoli in 1876 
and by Boltzmann [50], who wrote down the relation P = ~ £ between the radiation pressure 
P and the energy density £. 

A detailed account of the applications of conformal invariance in four-dimensional 
quantum field theory and an extensive bibliography of early work on the subject are found 
in Todorov, Mintchev, and Petkova [335]. The representations of the conformal group acting 
on fields were studied by Mack and Salam [264] and Schroer and Swieca [324]. 

The form of the two-, three- and four-point functions in a conformally invariant the­
ory was obtained by Polyakov [295]. The procedure followed to make the symmetric 
energy-momentum tensor traceless is borrowed from Ref. [312]. The proof that the energy­
momentum tensor is traceless in dimension two if the theory has translation, rotation, and 
scale invariance is due to Luscher and Mack [259]. 



CHAPTER 5 

Conformal Invariance in 
Two Dimensions 

Conformal invariance takes a new meaning in two dimensions. As already appar­
ent in Section 4.1, the case d = 2 requires special attention. Indeed, there exists 
in two dimensions an infinite variety of coordinate transformations that, although 
not everywhere well-defined, are locally conformal: they are holomorphic map­
pings from the complex plane (or part of it) onto itself. Among this infinite set of 
mappings one must distinguish the 6-parameter global conformal group, made of 
one-to-one mappings of the complex plane into itself. The analysis of the previous 
chapter still holds when considering these transformations only. However, a local 
field theory should be sensitive to local symmetries, even if the related transforma­
tions are not globally defined. It is local conformal invariance that enables exact 
solutions of two-dimensional conformal field theories. 

Section 5.1 introduces the essential language of hoI om orphic and antiholomor­
phic coordinates on the plane, used in the remaining chapters of this book. This 
section also clarifies the distinction between local and global transformations, in­
troduces generators for local conformal transformations, defines the notion of a 
primary field, and translates the results of Sect. 4.3.1 on correlation functions 
in holomorphic language. Section 5.2 adapts the Ward identities of conformal 
invariance to complex coordinates and also provides an alternate derivation of 
the Ward identities, specific to two dimensions. Section 5.3 introduces the no­
tion of a short-distance product of operators (operator product expansion) and 
applies this language to the Ward identities and to specific examples of free con­
formal fields: the boson, the fermion, and ghost systems. Section 5.4 describes the 
transformation properties of the energy-momentum tensor itself and introduces 
the central charge c. Throughout this chapter, no mention is made of the oper­
ator formalism (radial quantization and so on), which is introduced in the next 
chapter. 
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§5.1. The Conformal Group in Two Dimensions 

5.1.1. Conformal Mappings 

We consider the coordinates (ZO, Zl) on the plane. Under a change of coordinate 
system z/L -+ w/L(x) the contravariant metric tensor transforms as 

(5.1) 

The condition (4.1) that defines a conformal transformation is g~lI(w) ex g/LII(z) 
or, explicitly. 

(awO)2 (awO)2 = (awl)2 (awl)2 
azo + azl azo + azl (5.2) 

awO awl awO awl 
az.o azo + azl azl = 0 (5.3) 

These conditions are equivalent either to 

awO 
and = azo (5.4) 

or to 

(5.5) 

In Eq. (5.4) we recognize the Cauchy-Riemann equations for holomorphic 
functions. whereas Eq. (5.5) defines antiholomorphic functions. 

This motivates the use of complex coordinates Z and Z. with the following 
translation rules: 

z = ZO +iz l 

Z = ZO -iz l 

az = ~(ao - ial ) 

az = ~(ao + ial ) 

ZO = ~(z+z) 

Zl = ;/z -z) 

ao = az + az 
al = i(az - az) 

(5.6) 

We shall sometimes write a = az and a = az when there is no ambiguity about the 
differentiation variable. In terms of the coordinates z and z. the metric tensor is 

(0 1) 
g/LII = 4 5 (5.7) 

where the index /L takes the values Z and z. in that order. This metric tensor allows 
us to transform a covariant holomorphic index into a contravariant antiholomorphic 
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index and vice versa. The anti symmetric tensor eli\} in holomorphic form is! 

eli\} = (-~i~) eli\} = (~ -;i) (5.8) 

In this language, the holomorphic Cauchy-Riemann equations become simply 

iJZW(Z,z) = 0 (5.9) 

whose solution is any holomorphic mapping (no Z dependence): 

Z -+ w(z) (5.10) 

It is a well-known result that any analytic mapping of the complex plane onto itself 
is conformal (i.e., preserves angles). This is made plainly obvious by considering 
the differential 

dw = CZ)dZ (5.11) 

The derivative dWldz contains a dilation factor Idwldzl, along with a phase 
Arg (dwldz), which embodies a rotation. The conformal "group" in two dimen­
sions is therefore the set of all analytic maps, wherein the group multiplication is 
the composition of maps. This set is infinite-dimensional, since an infinite number 
of parameters (the coefficients of a Laurent series) is needed to specify all func­
tions analytic in some neighborhood. It is precisely this infinite dimensionality 
that allows so much to be known about conformally invariant field theories in two 
dimensions. 

The first question that comes to mind regards the status of the variables z and 
Z, that is, whether they should be considered as independent. The proper approach 
is to extend the range of the Cartesian coordinates ZO and Zl to the complex plane. 
Then Eq. (5.6) is a mere change of independent variables, and Z is not the complex 
conjugate of z, but rather a distinct complex coordinate. It should be kept in mind, 
however, that the physical space is the two-dimensional submanifold (called the 
real surface) defined by z .. = z. 

5.1.2. Global Confonnal Transfonnations 

All that we have inferred from Eq. (5.4) ff. is purely local, that is, we have not 
imposed the condition that conformal transformations be defined everywhere and 
be invertible. Strictly speaking, in order to form a group, the mappings must be 
invertible, and must map the whole plane into itself (more precisely the Riemann 
sphere, i.e., the complex plane plus the point at infinity). We must therefore distin­
guish global conformal transformations, which satisfy these requirements, from 
local conformal transformations, which are not everywhere well-defined. The set 

I Usually, E/-<v is taken as a pseudotensor, always given by its Cartesian components (0 or 1), but 
multiplied by the Jacobian of the coordinate transformation. Here we choose to include this Jacobian 
in the definition of E /-< v. 
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of global conformal transformations form what we call the special conformal 
group. It turns out that the complete set of such mappings is 

f(z) = az + b with ad - be = 1 
cz+d 

(5.12) 

where a, b, c, and d are complex numbers. These mappings are called projective 
transformations, and to each of them we can associate the matrix 

A = (~ ~) (5.13) 

We easily verify that the composition of two maps fl 0 f2 corresponds to the 
matrix multiplication A 2A I • Therefore, what we call the global conformal group 
in two dimensions is isomorphic to the group of complex invertible 2 x 2 matrices 
with unit determinant, or SL(2, C). It is known that SL(2, C) is isomorphic to 
the Lorentz group in four dimensions, that is, to SO(3, 1). Therefore, as far as 
the conformal group proper is concerned, we have learned nothing new since 
the previous chapter: the global conformal group is the 6-parameter (3 complex) 
pseudo-orthogonal group SO(3, 1). 

It is interesting to show explicitly why the transformations (5.12) are the only 
globally defined invertible holomorphic mappings. Consider such a mapping, say 
f(z). It is clear that f should not have any branch point or any essential singularity. 
Indeed, around a branch point the map is not uniquely defined, whereas in any 
(however small) neighborhood of an essential singularity the function f sweeps 
the entire complex plane, and is therefore not invertible. Consequently, the only 
singularities deemed acceptable are poles, and the function f can be written as a 
ratio of polynomials (without common zeros): 

+f ) = P(z) 
"z Q(z) 

(5.14) 

If P(z) has several distinct zeros, then the inverse image of zero is not uniquely 
defined and f is not invertible. If, moreover, P(z) has a multiple zero Zo of order 
n > 1, then the image of a small neighborhood of Zo is wrapped n times around 0, 
and therefore f is not invertible. Thus P(z) can be only a linear function: P(z) = 
az + b. The same argument applies for Q(z) when looking at the behavior off(z) 
near the point at infinity. We therefore arrive at the form (5.12) with the proviso that 
the determinant ad - be be nonzero in order for the mapping to be invertible. Since 
an overall scaling of all coefficients a, b, c, d does not change f, the conventional 
normalization ad - be = 1 has been adopted. 

5.1.3. Conformal Generators 

As is typical in physics, the local properties are more immediately useful than 
the global properties, and the local conformal group (the set of all, not necessarily 
invertible, holomorphic mappings) is of great importance. We now find the algebra 
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of its generators. Any holomorphic infinitesimal transformation may be expressed 
as 

'1.' = '1. + E"(z) 
00 

E"(z) = Lcnzn+1 
-00 

(5.15) 

where, by hypothesis, the infinitesimal mapping admits a Laurent expansion around 
'1. = O. The effect of such a mapping (and of its antiholomorphic counterpart) on 
a spinless and dimensionless field t/J(z, z) living on the plane is 

t/J' ('1.', z') = t/J(z, z) 
= t/J(z', Z') - E"(z')a' t/J(z', z') - E(Z')a't/>(z', z') 

or 

lJt/J = -E"(z)(}tfJ - E(Z)~ 

= L {cnintf>(z, z) + cntnt/J(z, z)} 
n 

where we have introduced the generators 

i = _zn+la n z 

These generators obey the following commutation relations: 

[in' i m1 = (n - m)in+m 

[tn,tm1 = (n - m)tn+m 

[in ,tm1 = 0 

(5.16) 

(5.17) 

(5.18) 

(5.19) 

Thus the conformal algebra is the direct sum of two isomorphic algebras, each 
with very simple commutation relations. The algebra (5.19) is sometimes called 
the Witt algebra. 

Each of these two infinite-dimensional algebras contains a finite subalgebra 
generated by Cl' io' and i). This is the subalgebra associated with the global 
conformal group. Indeed, from the definition (5.18) it is manifest that C) = 
-az generates translations on the complex plane, that io = -zaz generates scale 
transformations and rotations, and that i) = -z2az generates special conformal 
transformations. The generators that preserve the real surface '1.0' '1.) E IR are the 
linear combinations 

(5.20) 

In particular, io + to generates dilations on the real surface, and i( io - to) generates 
rotations. 

5.1.4. Primary Fields 

In two dimensions the definition of quasi-primary fields applies also to fields with 
spin. Indeed, given a field with scaling dimension ll. and planar spin s, we define 
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the holomorphic conformal dimension h and its antiholomorphic counterpart h as2 

- 1 
h = -(.d -s) 

2 
(5.21) 

Under a conformal map z -+ w(z), z -+ w(z), a quasi-primary field transforms 
as 

(d )-h (d- )-h 
</>'(w,w)= d; d; </>(z,z) (5.22) 

This constitutes a generalization of Eq. (4.32). The above shows that a quasi­
primary field of conformal dimensions (h, h) transforms like the component of a 
covariant tensor of rank h + h having h "z" indices and h "z" indices. 

If the map z -+ W is close to the identity-that is, if w = z + e(z) and 
W = Z + E(Z) with e and E small (at least in some neighborhood)-the variation 
of quasi-primary fields is 

~~.£</> == </>'(z, z) - </>Cz, z) 

= -(h</>iJze + eiJz</» - (h</>iJi + EiJz</» 
(5.23) 

In fact, a field whose variation under any local conformal transformation in two 
dimensions is given by (5.22) (or, equivalently, (5.23» is called primary. All pri­
mary fields are also quasi-primary, but the reverse is not true: A field may transform 
according to (5.22) under an element of the global conformal group SL(2, C), but 
for those conformal transformations only. As we shall see, an example of a quasi­
primary field that is not primary is the energy-momentum tensor. A field which is 
not primary is generally called secondary. For instance, the derivative of a primary 
field of conformal dimension h =F 0 is secondary. 

5.1.5. Correlation Functions 

Expressed in terms of holomorphic and antiholomorphic coordinates, the rela­
tion (2.149) for conformal transformations of n primary fields </>i with conformal 
dimensions hi and hi becomes 

(</>, (wI' w,) ... </>n(wn, wn» = 

fi (~;)::; (~~)::; (</>,(z"Z')···</>n(zn,zn» 
(5.24) 

This relation fixes the form of two- and three-point functions. The novelty here is 
the possibility of nonzero spin, incorporated in the difference hi - hi. The relations 
(4.55) and (4.61) are still valid in two dimensions. Let us express them in terms of 

2 One often uses the tenninology left and right, instead of holomorphic and antiholomorphic, in that 
order. 
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complex coordinates, taking spin into account when imposing rotation invariance. 
The distance xij is equal to (Z;;i'i;)1/2 and Eq. (4.55) becomes 

(5.25) 

The two-point function vanishes if the conformal dimensions of the two fields 
are different. The additional condition on the conformal dimensions comes from 
rotation invariance: the sum of the spins within a correlator should be zero. 

Equation (4.61) for the three-point function becomes 

1 
(cf>I(X I )cf>2(X2)cf>3(X3» = CI23 h,+h2-h3 h2+h3-h,t:3+h,-h2 

ZI2 Z23 13 

1 (5.26) 
x --------------------

-h, +h2-h3 -h2+h3-h, t,-3+h ,-h2 
Z12 Z23 13 

Again, the sum of the spins of the holomorphic part cancels that of the 
antiholomorphic part, thus ensuring rotation invariance. 

The forms (5.25) and (5.26) of the simple correlators raises the question of 
multivaluedness and locality. Indeed, the two-point function (5.25) will have a 
branch cut at ZI = Z2' ZI = Z2 if the spin s of the two fields is not an integer 
or a half-integer. This is an aspect of the spin-statistics theorem. However, in two 
dimensions it is possible to bypass this theorem. The price to pay is the introduction 
of fields, called parajermions, which have a mutual long-ranged interaction. These 
fields will not be studied in this volume. 

As before, global conformal invariance does not fix the precise form of the four­
point function and beyond, because of the existence of anharmonic ratios. However, 
in two dimensions the number of independent anharmonic ratios is reduced, since 
the four points of the ratio are forced to lie in the same plane, which leads to an 
additional linear relation between them. Indeed, we have 

1/ = ZI2Z34 1 _ 1/ = ZI4Z23 1/ = ZI2Z34 (5.27) 
Z13Z24 Z13Z24 1 - 11 ZI4Z23 

The four-point function may then depend on 1/ and ij in an arbitrary way-provided 
the result is real. The general expression (4.62) translates into 

4 _ _ _ 

( () A.. ( » f( -) n hI3-h j -h; -h/3-h j -h; 
cf>1 XI ••• Y'4 x 4 = 1/,11 zij Zi; (5.28) 

k; 

where h = Eb:1 hi and h = Eb:1 hi' This form for the four-point function may 
also be understood as follows. Given three distinct points ZI to Z3' it is always 
possible to find a global conformal transformation that maps these three points 
to three other points fixed in advance, for instance 0, 1, and the point at infinity . 
. Indeed, the transformations (5.12) involve three independent complex parameters. 
Consider the anharmonic ratio 1/ above. If we use a global conformal map to send 
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ZI to 1, Z2 to 00, and Z3 to 0, then" = -Z4 and a generic four-point function will 
depend on this last point. 

The expression (5.28) may, of course, take different forms, since the product 
multiplying f<", ij) may be modified by insertions of anharmonic ratios. Take, f~r 
instance, the four-point function of a single field tP of conformal dimension h = h. 
Eq. (5.28) becomes 

(tP(X1) • •• tP(x4» = f<", ij>{ (Z12Z13Z14Z23Z24Z34) -'211/3 x c.c.} 

(c.c. stands for "complex conjugate"). This may also be expressed as 

{ 
(1 - ,,)411/3 1 } 

f<", ij) '211/3 ( )'211 x c.c. 
" Z14Z23 

or as follows: 

§5.2. Ward Identities 

5.2.1. Holomorphic Fonn of the Ward Identities 

(5.29) 

(5.30) 

(5.31) 

In Chap. 4 we have derived a set of Ward identities associated with translation, 
rotation, and scale invariance: Eqs. (4.63), (4.66), and (4.68), respectively. In so 
doing, we used the canonical definition of the energy-momentum tensor, with 
suitable modifications needed to make it symmetric and traceless.3 Recall that the 
tracelessness of the energy-momentum tensor implies the confonnal invariance of 
the action. Let us assemble these three Ward identities:4 

a n a 
axIL (TIL v(x)X) = - ~ c5(x - Xi) ax!' (X) 

1=1 1 

n 

EILv(TILV(x)X) = -iI:>ic5(X -xi){X) 
i=l 
n 

(T~(x)X) = - L c5(x - Xi)~i{X) 
i=l 

(5.32) 

Here X stands for a string ofn primary fields <I>(x1)· •• <I>(xn ). In the second equa­
ti?n we have used the specific two-dimensional form SiEp.v of the spin generators 
S~v' where EILv is the antisymmetric tensor and si is the spin of the field tPi. 

3 We have not shown in general that the energy-momentum tensor of a two-dimensional scale­
invariant theory can always be made traceless, but we know no example of the contrary. 

4 Ward identities, whether in Cartesian or holomorphic form, are valid only in the sense of 
distributions, that is, when integrated against suitable test functions. 
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We wish to rewrite these identities in terms of complex coordinates (cf. Eq. (5.6» 
and complex components. We use expressions (5.7) and (5.8) for the metric tensor 
and the anti symmetric tensor, respectively. For the delta functions we use the 
identity 

1 1 1 1 
c5(x) = -a-- = -a -

7r zZ 7r zZ 
(5.33) 

This identity is justified as follows. We consider a vector pIL whose divergence is 
integrated within a region M of the complex plane bounded by the contour aM. 
Gauss's theorem may be applied: 

( tPx a pIL = ( d~ pIL 
JM IL JaM IL (5.34) 

where d~IL is an outward-directed differential of circumference, orthogonal to 
the boundary aM of the domain of integration. It is more convenient to use a 
counterclockwise differential dsp, parallel to the contour aM: d~IL = EILpdsp. In 
terms of complex coordinates, the above surface integral is nothing but a contour 
integral, where the (anti)holomorphic component of dsP is dz (dz): 

(5.35) 

Here the contour aM circles counterclockwise. If pz (PZ) is holomorphic (anti­
holomorphic), then Cauchy's theorem may be applied; otherwise the contour aM 
must stay fixed. We consider then a holomorphic function f(z) and check the cor­
rectness of the first representation in Eq. (5.33) by integrating it against f(z) within 
a neighborhood M of the origin: 

( tPx c5(x )f(z) =.!. ( tPx f(z)az ! JM 7r JM Z 

= ~ L tPx az (f(;») 

= ~ ( dzf(z) 
2m JaM Z 

=f(0) 

(5.36) 

In the second equation we have used the assumption that f(z) is analytic within 
M, in the third equation we used the form (5.35) of Gauss's theorem with pz = 
f(z)/7rz and Pz = 0, and in the last equation we used Cauchy's theorem. A similar 
proof may be applied to the second representation in Eq. (5.33), this time with an 
antiholomorphic function l(z). Of course, one may in principle use either one of 
the two representations in Eq. (5.33), but the first one will be useful if the integrand 
is holomorphic and vice versa. 



120 5. Confonnal Invariance in Two Dimensions 

The Ward identities are then explicitly written as 

n 1 
27raz {T ;K} + 27raz {T zlC} = - L az -_-aw ; (X) 

i=1 Z Wi 

n 1 
27raz {T uK} + 27raz {T uK} = - L az =--=-aw; {X} 

i=1 Z -Wi 
n 

2{TUX} + 2 {T;K} = - Lc5(x -xi)Ai(X} 
i=1 

n 

-2{TuK} + 2 {T;K} = - Lc5(x-Xi)Si(X} 
i=1 

(S.37) 

The n points Xi are now described by the 2n complex coordinates (wi' Wi)' on 
which the set of primary fields X generally depends. If we add and subtract the 
last two equations of the above, we find 

n 1 
27r{T;K} = - Laz--hi(X} 

i=1 Z -Wi 

n 1 
27r{TuK} = - Laz---_ iii(X} 

i=1 Z -Wi 

(S.38) 

where we have chosen the representation (S.33) appropriate to each case and 
used the definition (S.21) of the holomorphic and antiholomorphic conformal 
dimensions. Inserting these relations into the first two equations of (S.37), we 
find 

(S.39) 

where we have introduced a renormalized energy-momentum tensor 

(S.40) 

Thus the expressions between braces in (S.39) are respectively holomorphic and 
antiholomorphic: we may write 

n { 1 h} 
{T(z)X} = ~ Z _ w. aw ; (X) + (z _ .!v.)2 (X) + reg. 

1=1 1 1 

(S.41) 

where "reg." stands for a,holomorphic function of z. regular at Z = Wi. There is a 
similar expression for the antiholomorphic counterpart. 
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5.2.2. The Confonnal Ward Identity 

It is possible to bring the three Ward identities (5.32) into a single relation as 
follows. Given an arbitrary conformal coordinate variation E"(X), we can write 

alL(f"TIL") = E"aILTIL" + ~(aILE" + a"E)TIL" + ~(aILE" - a"E)TIL" 
(5.42) 

where the relations 

~(aILE" + a"EIL ) = ~(apEP)71IL" 
1 ( ) _ 1 ap 2 aILE" - a"EIL - 2f: aaEpf:IL" 

(5.43) 

have been used. We note that 4apEP is the local scale factor ftx) of Eq. (4.3) and 
4~Paafp is a local rotation angle. Integrating both sides of (5.42), the three Ward 
identities (5.32) derived in Sect. 4.3.2 may be encapsulated into 

c5 .. (X} = L d2x aIL (TIL"(X)E,,(X)X) (5.44) 

where S .. {X} is the variation of X under a local confonnal transformation. Here 
the integral is taken over a domain M containing the positions of all the fields in 
the string X. 

Since the integrand is the divergence of a vector field plL, Gauss's theorem may 
be used. Applying (5.35) to plL = {TIL"(X)E",,(X)X} , one finds 

c5 ... i (X} = ~i [ {-dz(TzzE"zX} +dZ(rzzE~}} (5.45) 

We have defined E = eZ and E = eZ, respectively holomorphic and antiholomor­
phic. Note that {TaX} and {T dX} do not contribute to the contour integrals, since 
the contours do not exactly go through the positions contained in X, and since 
these expressions vanish outside these points, according to Eq. (4.68).5 Finally, 
substituting the definition (5.40), we obtain the so-called conformal Ward identity: 6 

(5.46) 

Again, the counterclockwise contour C needs only to include all the positions 
(Wi' Wi) of the fields contained in X. The relative sign of the two terms on the 

s Of course, Eq. (4.68) itself holds only for primary fields; however, this specific property is general: 
it only depends on the locality of the transfonnation properties of X. 

6 Some readers may be puzzled by the sign appearing in front this equation, since many review papers 
on the subject have it differently. This sign reftects our conventions on what is the variation of a field 
under a symmetry transformation, stated in Eq. (2.114) and its infinitesimal version (2.125). 
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r.h.s. reflects the use of a counterclockwise integration contour for the antiholo­
morphic variable Z or, said otherwise, that Cauchy's theorem has been complex 
conjugated (and 21ri ~ -2m). 

In deriving the identity (5.46), we have used the property that the fields in the 
set X are primary, through the Ward identities (5.32). However, the Validity of 
Eq. (5.46) extends beyond primary fields, and may be taken as a definition of the 
effect of conformal transformations on an arbitrary local field within a correlation 
function. Indeed, the r.h.s. of the identities (5.32) needs not have this precise form 
in order for Eq. (5.46) to follow. However, the variation ~<I> of the local field <I> 
under a conformal transformation should be local, ensuring the presence of delta 
functions ~(x - x j ) on the r.h.s. of Eq. (5.32). 

If the fields inX are primary, the integral in the conformal Ward identity (5.46) 
may be done by the method of residues: 

(5.47) 

We recover formula (5.23) for the variation of a primary field under an infinitesimal 
holomorphic conformal mapping: 

(5.48) 

It is interesting to apply the conformal Ward identity to global conformal trans­
formations (the SL(2,C) mappings of Eq. (5.12». According to the discussion 
surrounding Eq. (2.159), the variation ~E (X) must vanish for infinitesimal SL(2, C) 
mappings, since they constitute a true symmetry of the theory. Such infinitesimal 
mappings have the form 

f(z) = (1 + a)z + p 
yz+l-a 

(5.49) 

where a, p, and yare infinitesimal. At first order, the coordinate variation E(Z) is 

E(Z) = P + 2az - yz2 (5.50) 

For a, p, and y arbitrary, this implies the following three relations on correlators 
of primary fields: 

L (}w; (tPl (WI)·· . tPn(wn» = 0 
j 

L(Wj(}Wi + hj)(tPl (WI)· .. tPn(wn» = 0 
j 

L(W~(}Wi + 2wjh j)(tPl (WI)· .. tPn(wn» = 0 
j 

(5.51) 

It is a simple matter to check that the two- and three-point functions (5.25) and 
(5.26) satisfy these constraints. In fact. it is possible to infer the forms (5.25) and 
(5.26) from the above relations. The relations (5.51) simply embody global confor­
mal invariance. In the first of these relations we recognize the obvious consequence 
of translation invariance. 
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The Ward identity (5.46) sums up the consequences of local conformal sym­
metry on correlation functions, and is the main result of this section. It should be 
mentioned that its application rests on the assumption that the energy-momentum 
tensor is regular, meaning that it is everywhere well-defined. In particular, T(O) 
should be finite (in the sense of correlation functions). This implies that T(z) should 
decay as Z-4 as Z ..... 00. This may be seen as follows: Since the energy-momentum 
tensor is symmetric, traceless, and represents an energy density, it sho!lld have scal­
ing dimension 2 and spin 2, leading to conformal dimensions h = h = 2. Under 
the global conformal transformation z ..... w = liz, it should transform as 

( d )-2 
T' (w) = d: T(z) = z4T(z) (5.52) 

Since the resulting tensor T'(lIz) is just as regular as T(z) the condition that T'(O) 
be finite implies that T(z) decay as Z-4 as Z ..... 00. This may be argued differently: 
The trivial correlator ( 1) must be invariant under an infinitesimal special conformal 
transformation. In other words, 

aE(l) = - 2~ i dz E(z)(T(z» = 0 (5.53) 

This must be true for any contour circling the point at infinity. Since E(Z) is quadratic 
in z for special conformal transformations, T(z) must behave as Z-4 near infinity 
if no residue is to be picked up around that point. 

5.2.3. Alternate Derivation of the Ward Identities 

This subsection provides an alternate derivation of the Ward identities (4.63), 
(4.66), and (4.68), based on the quantum definition of the energy-momentum ten­
sor, given by Eqs. (2.202) or (2.203). The advantage of proceeding this way is 
to avoid the hypothesis that the canonical energy-momentum tensor can be made 
traceless in two dimensions. The following demonstration is not specific to two 
dimensions, except for scale invariance, where the aspects particular to two dimen­
sions will be stressed. Accordingly, the formalism will be as general as possible, 
without holomorphic coordinates. The reader willing to accept the use of the Ward 
identity (4.68) in dimension two may skip this subsection, since nothing in the 
remainder of the text rests on it. 

We shall assume that the action may be expressed on a Riemannian manifold in 
terms of a collection ct> of fields and of a tetrad ~ (see App. 2.C for an introduction 
to tetrads): 

s = f ~xe £(ct>,D/lct>,~) (5.54) 

The use of tetrads is necessary if the derivation is to apply to theories involving 
spinor fields (e.g., Dirac fermions). Here e = det(~) ensures that the measure 
e ~x is reparametrization invariant, and D /l is the covariant derivative appropriate 
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to the field el>: it reduces to aIL for a scalar field. For instance. the action for a simple 
scalar field tP is 

(5.55) 

Recall that the greek (or Einstein) index of the tetrad is raised and lowered with 
the help of the metric tensor gILv' whereas the Latin (or Lorentz) index is moved 
with the help of the Minkowski tensor l1ab. 

Translation invariance--that is. the absence of explicit dependence of the 
Lagrangian density upon the coordinate of the local field-is generalized into 
reparametrization invariance on a Riemannian manifold. The action and the func­
tional integration measure should be independent of the coordinate system used. 
Under a reparametrization x -+ x'(x) the tetrad e:. and the fields transform as 
follows: 

tfl 'a ax v e'!. 
IL -+ elL = ax'lL v (5.56) 

el>(x) -+ el>'(x') = el>(x) 

Covariant derivatives transform like tensors of rank 1. like any quantity with one 
Einstein index. In the tetrad formalism the local fields el>(x) do not carry Einstein 
indices. but they are affected by reparametrizations through their arguments and 
covariant derivatives. 

In order to derive the Ward identity associated with reparametrization invari­
ance. we first consider a generic correlation function (X) e in some background 
tetrad e (as before. we denote by X a product tPI (Xl) ... tPn(Xn) of various fields 
taken at different positions): 

Z (X) = jrdel>]e X e-S[~,el e e t (5.57) 

where Ze is the vacuum functional. Implicit in this expression is the choice of 
a coordinate system. We then perform an infinitesimal reparametrization x' = 
X + e(x). The variations of the tetrad and fields is then 

c5el>(x) = -~ILaILel>(x) 

c5e~ = -ave~~v - aIL~v~ 
(5.58) 

The above variations reflect a change in the functional dependence of the fields 
on the coordinates. We then assume that the action and the measure are invariant 
under such variations: 

S[el> + c5el>,e + c5e] = S[el>,e] 

[del> + dc5el>]e+8e = [del>]e 
(5.59) 
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The effect of this infinitesimal reparametrization on the correlation function is 

ZeHe (X + c5X)eHe = / [d<l> + d8<1>]e+&e(X + c5X)e-S[4>H4>.e+&e) 

= / [d<l>]e(X + c5X)e-S[4>.e) 

= Ze{X)e + Ze(c5X)e 

(5.60) 

In particular, by takingX = 1 we conclude that Ze+&e = Ze: the vacuum functional 
is reparametrization invariant. Therefore, we may write 

(5.61) 

On the other hand, a change of functional integration variables from <I> + 8<1> to <I> 
in the first of Eqs. (5.60) yields 

ZeHe{X + c5X)e+&e =./ [d<l>]e+aeX e-S[4>.e+&e) 

= f [d<l>]~ e-S[4>.e) {I + / tPx e~T:} (5.62) 

=Ze{X)e +Ze f tPxec5e~(T:X) 
where we have used the quantum definition (2.203) of the energy-momentum 
tensor. Comparing Eqs. (5.61) and (5.62), we conclude that 

(c5X)e = f d2xe~(T:X)e (5.63) 

Strictly speaking, this identity is true only when c5X and ~ are obtained through an 
infinitesimal reparametrization (5.58). Since these variations involve d parameters 
in d dimensions, the number of Ward identities implied is d, corresponding to the 
conservation of energy and momentum. If we substitute the variations (5.58) into 
(5.63) and restrict ourselves to flat space with ~ = u:., we obtain 

(c5X)e = - ~~"(Xi) ~i (X) 

/ d2xe~(T:X)e = - / tPx aIL~"(TIL~) = / tPx~"aIL(TIL~) 
(5.64) 

Since the function ~"(x) is arbitrary, this allows us to write our first Ward identity: 

a n a 
axIL (TIL ,,(x)X) = - L8(x -Xi) ax~ (X) 

i=1 I 

(5.65) 

This indeed coincides with Eq. (4.63). 
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In order to obtain the second Ward identity associated with rotation (or Lorentz) 
invariance, we must perform on the fields and tetrad an infinitesimal local rotation: 

(5.66) 

Here Si,ab is the spin generator for the field tfJi , and CJfJb = -Ja. The use of tetrads 
(or of a metric tensor in arbitrary coordinates) has promoted rotation invariance to 
the status of a local symmetry. The action and the integration measure are invariant 
under such local rotations, and consequently Eq. (5.59) still holds, except that the 
variations 8e and 8<1> are of the form above. The same argument applies and the 
identity (5.63) follows. If we substitute the explicit form of the variation, the flat 
space form of the tetrad, and if we use the arbitrariness of the antisymmetric 
function CJfJb, we obtain the following Ward identity: 

n 

(T/Lv(x)X) - (Tv/L(x)X) = -iLc5(x-Xi )Si,/Lv(X) (5.67) 
i=1 

associated with rotation invariance. This, apart from the covariant indices, 
coincides with Eq. (4.66). 

Finally, we derive the Ward identity associated with scale invariance. We 
perform an infinitesimal, local scale transformation of the frames: 

e~ -4 ~ + €(x)e~ 
tfJi -4 tfJi - €(x)l1 i tfJi 

(5.68) 

The scale factor A(x) of Eq. (4.1) is here equal to 1 + 2€(x), and, according to 
Eqs. (4.32) and (4.33), the variation of a quasi-primary field is indeed given by the 
above in terms of its scaling dimension l1i . Since we are performing an arbitrary 
local scaling, only primary fields (as opposed to quasi-primary) will transform as 
above. It is here that we must distinguish the case of two dimensions from the 
others. In three or more dimensions an action cannot be invariant under a local 
scale transformation: The use of tetrads and covariant derivatives allows us to 
define actions invariant under local rotations of the frames, but not under local 
scalings. In contrast, the two-dimensional conformal group includes local scale 
transformations and· we may proceed as before, and end up with the following 
Ward identity, the same as Eq. (4.68): 

n 

(T';. (x)X) = - L 8(x - xi) l1i (X) (5.69) 
i=1 
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§5.3. Free Fields and the Operator Product 
Expansion 
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It is typical of correlation functions to have singularities when the positions of two 
or more fields coincide. This reflects the infinite fluctuations of a quantum field 
taken at a precise position. To be more precise, the average 

rPav. == ~ Iv tPx rP(x) (5.70) 

of a quantum field within a volume V has a variance {rPav.rPav.> which diverges as 
V -+ O. The operator product expansion, or OPE, is the representation of a product 
of operators (at positions z and w, respectively) by a sum of terms, each being a 
single operator, well-defined as z -+ w, multiplied by a c-number function of 
z - w,possibly diverging as z -+ w, and which embodies the infinite fluctuations 
as the two positions tend toward each other. 

The holomorphic version (5.41) of the Ward identity gives the singular behavior 
of the correlator of the field T(z) with primary fields rPi(Wi , Wi) as z approaches 
the points Wi. The OPE of the energy-momentum tensor with primary fields is 
written simply by removing the brackets ( ... ), it being understood that the OPE 
is meaningful only within correlation functions. For a single primary field rP of 
conformal dimensions h and h, we have 

T(z)rP(w,W) '" ( h )2 rP(w, W) + _l_iJwrP(w,w) 
z-w z-w 

T(z)rP(w,w) '" C h )2 rP(W,W) + ~iJwrP(w,w) 
z-w z-w 

(5.71) 

Whenever appearing in OPEs, the symbol'" will mean equality modulo expres­
sions regular as w -+ z. Of course, the OPE contains also an infinite number of 
regular terms which, for the energy-momentum tensor, cannot be obtained from 
the conformal Ward identity. In general, we would write the OPE of two fields 
A(z) andB(w) as 

A(z)B(w) = t {AB}n(w) 
n=-oo (z - w)n 

(5.72) 

where the composite fields {AB}n(w) are nonsingular at w = z. For instance, 
{TrPh = iJwrP(w). 

We stress that, so far, the quantities appearing in Eq. (5.71) are not operators but 
simply fields occurring within correlation functions. We shall now proceed with 
specific examples, in order to familiarize ourselves with basic techniques and with 
simple (but important) systems. 
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5.3.1. The Free Boson 

From the point of view of the canonical or path integral formalism, the simplest 
conformal field theory is that of a free massless boson rp, with the following action: 

(5.73) 

where g is some normalization parameter that we leave unspecified at the moment. 
The two-point function, or propagator, has been calculated in Section 2.3: 

(rp(x)rp(y» = --41 In(x - ])2 + const. 
rrg 

In terms of complex coordinates, this is 

1 
(rp(z,z)rp(w,w» = -- {In(z-w)+ln(z-w)} +const. 

41l'g 

(5.74) 

(5.75) 

The holomorphic and antiholomorphic components can be separated by taking the 
derivatives 8zrp and 8zrp: 

(8zrp(Z,Z)8wrp(w,w» = --41 ( 1 )2 
rrg z-w 

(8zrp(z,z)8wrp(w,w» = --41 ( 1 _ )2 
rrg Z-w 

(5.76) 

In the following we shall concentrate on the holomorphic field 8rp == 8zrp. It is now 
clear that the OPE of this field with itself is 

1 1 
arp(z)arp(w) '" --41l'-g -(z-_-W-')""'-2 (5.77) 

This OPE reflects the bosonic character of the field: exchanging the two factors 
does not affect the correlator. 

The energy-momentum tensor associated with the free massless boson is 

1 
T/LV = g(8/Lrp8v rp - "21J/LV8prp(JPrp) (5.78) 

Its quantum version (5.40) in complex coordinates is 

T(z) = -21l'g : arp8rp: (5.79) 

Like all composite fields, the energy-momentum tensor has to be normal ordered, 
in order to ensure the vanishing of its vacuum expectation value. More explicitly, 
the exact meaning of the above expression is 

T(z) = -21l'g lim (arp(z)arp(w) - (arp(z)arp(w») 
w-+z 

(5.80) 
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The OPE of T(z) with &p may be calculated from Wick's theorem: 

T(z)&P(w) = -21fg :&p(z)&p(z): &pew) 

I i 

'" -41fg: &p(z)aqJ(z) : &pew) (5.81) 

&P(z) 
(z -W)2 

By expanding &P(z) around w, we arrive at the OPE 

T(z)&P(w) '" &pew) + a!qJ(w) 
(z - W)2 (z - w) 

(5.82) 

This shows that &P is a primary field with conformal dimension h = 1. This was 
expected, since qJ has no spin and no scaling dimension; hence its derivative has 
scaling dimension 1. 

Wick's theorem also allows us to calculate the OPE of the energy-momentum 
tensor with itself: 

T(z)T(w) = 4~~ :&p(z)&P(z)::&p(w)&p(w): 

112 41fg :&p(z)&p(w): 

(z - W)4 (z - W)2 (5.83) 

112 2T(w) BT(w) -;-----:-:- + + ---,-
(z - W)4 (z - W)2 (z - w) 

In the second equation the first term is the result of two double contractions, 
whereas the second term comes from four single contractions. We immediately 
see that the energy-momentum tensor is not strictly a primary field, because of the 
anomalous term 4/(z - W)4, which does not appear in Eq. (5.71). 

5.3.2. The Free Fermion 

In two dimensions, the Euclidian action of a free Majorana fermion is 

S = ~g f d2x \lit y0yll aIL \II 

where the Dirac matrices ylL satisfy the so-called Dirac algebra: 

yIL y" + y"ylL = 2rt" 

Ifrr = diag(1, 1), a representation thereof is 7 

0=(0 1) y 1 0 
1 • (0 Y =1 

1 

(5.84) 

(5.85) 

(5.86) 

7 The factor of i in yl was not present in Sect. 2.1.2 since we were then working in Minkowski 
space-time. 
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and therefore 

(5.87) 

Writing the two-component spinor lit as (1/1, lii), the action becomes 

(5.88) 

The classical equations of motion are alii = 0 and 81/1 = 0, whose solutions are 
any holomorphic function 1/I(z) and any antiholomorphic function lii(z). 

Our first task is to calculate the propagator (lItj(x)lItj(y» (i,j = 1,2). This is 
done by expressing the action as 

(5.89) 

where we have defined the kernel 

(5.90) 

From previous knowledge of Gaussian integrals of Grassmann variables, the two­
point function is then Kjj(x,y) = (A -')jj(x,y), or8 

gc5(x - y)(yOyll-)jk ~Il- Kkj(x,y) = c5(x - y)c5ij 

In terms of complex coordinates, this becomes 

2g(az 0) ({1f!.(z,Z)1/I(w,W» 
o az (1/I(z,z)1/I(w,w» 

1 (az-
1 0) _ z-w 

-- 1 
rr 0 az ::---=-

z-w 

(1f!.(z,Z)~(w,w» ) 
(1/I(z, z)1/I(w, w» 

(5.91) 

(5.92) 

where we translated x ~ (z, z) and y ~ (w, w) and used the representations 
(5.33) for the delta function. The solution of the above matrix equation is easily 
read off: 

_ _ 1 1 
(1/I(z,z)l/f(w,w» = -2 -­

rrg z-w 
- - 1 1 

(1/I(z,z)1/I(w,w» = -2 ::---=­
rrgz -w 

(1/I(z,z)lii(w,w» = 0 

(5.93) 

8 This differential equation may also be derived from the equations of motion, as done in Ex. (2.2) 
for the boson. 
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These, after differentiation, imply 

(az1/l(Z,z)1ft{w,w» = --21 ( 1 )2 
1fg Z-W 

(az1ft{z,Z)aw1ft{w,W» = -~ ( 1)3 
1fg z-w 
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(5.94) 

and so on. The OPE of the fermion with itself (holomorphic components) is then 

1 1 
1/I(z)1/I(w) '" ---

21fgz-w 
(5.95) 

Again, this OPE reflects the anticommuting character of the field: exchanging 
the two factors 1ft{z) and 1/I(w) produces a sign that is mirrored in the two-point 
function. 

Second, we wish to calculate the OPE of the energy-momentum tensor with 
1/1 and with itself. The canonical energy-momentum tensor for the above action 
may be found from the general expression (2.165) even if we use holomorphic 
coordinates, with the indices JL = 0, 1 standing for z and Z, respectively, provided 
we start from the expression (5.88) for the action. We find 

TZZ = 2 ~£ a<l> 
aa<l> 

TZZ = 2 a~ a<l> 2g,j,a,j, 

TzZ = 2 a£ a<l> - 2£ = -2g1/la1/l 
aa<l> 

(5.96) 

We see that the energy-momentum tensor is not identically symmetric, since rzZ =f. 
O. However, TzZ vanishes if we use the classical equations of motion. According 
to the discussion of Section 2.5.1, we need not worry and may keep the energy­
momentum tensor in its present form. The standard holomorphic component is 
then 

T(z) = -21fT zz 

1 -­
= --1fTZZ 

2 
= -1fg : 1ft{z)a1ft{z): 

where, as before, we have used the normal-ordered product: 

(5.97) 

(5.98) 



132 5. Conformal Invariance in Two Dimensions 

Again, the OPE between T and the fennion y, is calculated using Wick's theorem: 

T(z)y,(w) = -:rrg :y,(z)ay,(z): y,(w) 

1 ay,(z) 1 y,(z) '" --- + - --'---=-
2 z - w 2 (z - W)2 (S.99) 

4y,(w) ay,(w) 
'" +--(Z-W)2 z-w 

In contracting y,(z) with y,( w) we have carried y,( w ) over ay,(z), thus introducing 
a (-) sign by Pauli's principle. We see from this OPE that the fennion y, has a 
conformal dimension h = 4. 

The OPE of T(z) with itself is calculated in the same way, with, however, a 
greater number of contractions: 

T(z)T(w) = :rr2g2 :y,(z)ay,(z)::y,(w)ay,(w): 

114 2T(w) aT(w) 
(z - W)4 + (z - W)2 + (z - w) 

(S.I00) 

This OPE has the same form as Eq. (S.83) except for a numerical difference in the 
anomalous term. 

5.3.3. The Ghost System 

In string theory applications, there appears another simple system, with the 
following action: 

s = ~g f tPx b ll"iY'c" (S.101) 

where the field b Il" is a traceless symmetric tensor, and where both cll and b Il" are 
fennions (Le., anticommuting fields). These fields are called ghosts because they 
are not fundamental dynamical fields, but rather represent a Jacobian arising from 
a change of variables in some functional integrals. More precisely, they are known 
as reparametrization ghosts. 

The equations of motion are 

(S.102) 

In holomorphic form we write c = cZ and c = cz.. The only nonzero components 
of the traceless symmetric tensor b Il" are b = b zz and b = bz.z.. The equations of 
motion are then 

&:=0 
ac =0 

ac =-8c 
(S.103) 
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The propagator is calculated in the usual way, by writing the action as 

S = ~ f d2xcPy bIlU(x)A~u(xly)ca(y) 
1 

A~U(xlY) = 2g8;8(x-y)CY' 
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(5.104) 

where we must consider (IL, v) as a single composite index, symmetric under the 
exchange of IL and v. The factor of ~ in front of A~U(x ,y) compensates the double 
counting of each pair (IL, v) in the sum, which should be avoided since bllu is the 
same degree of freedom as bUll. Again, the propagator is K = A-I, satisfying9 

~g8~ au K~u(xIY) = 8(x - y)8afJ 

or, in complex representation, 

which implies 

In OPE form, this is 

1 1 
(b(z)c(w» =K;(z,w) = ---

1fgz -w 

1 1 
b(z)c(w) '" ---

1fgz -w 

from which we immediately derive the following: 

(c(z)b(w» = 
1 

1fgz -w 

1 1 
(b(z)ac(w» = -- ( )2 

1fg z-w 

(ab(z)c(w» = 
1 1 

1fg (z - W)2 

The canonical energy-momentum tensor for this system is 

(5.105) 

(5.106) 

(5.107) 

(5.108) 

(5.109) 

Tilu = ~g (bllaauc - rfubafJa c ) (5.110) 
c 2 a a fJ 

Again this tensor is not identically symmetric, and should be put in the Belinfante 
form before proceeding: We add apBPllu, where 

BPJ.LV = _~g(bUPCIl - bUllcP) (5.111) 
.2 

9 Again, this differential equation could also be obtained from the equations of motion, as in Ex. (2.2). 
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The antisymmetric part of Tg-v is 

!(T/-tv _ Tv/-t) = !g(b/-taavc _ bvaa/-tc ) 
2 C C 4 a a (S.112) 

and we easily verify, with the help of the classical equations of motion, that 
this is compensated exactly by the antisymmetric part of a pBP/-t v. Therefore, the 
identically symmetric Belinfante tensor is, after using the equations of motion, 

(S.I13) 

This tensor is not only symmetric, but also identically traceless. 
The normal-ordered holomorphic component is obtained from the above by 

setting 11- = v = 1, that is, by considering Tzz = 4T zz: 

T(z) = 1fg :(28c b + cab): (S.114) 

The OPE of the energy-momentum tensor with c is again calculated using Wick's 
theorem: 

T(z)c(w) = 1fg :(28c b + cab): c(w) 

'" _ c(z) + 2 atc(z) 
(z -W)2 z-w (S.11S) 

c(w) awc(w) 
(z -W)2 + z-w 

Therefore c is a primary field with conformal dimension h = -1. On the other 
hand, b is a primary field with conformal dimension h = 2: 

T(z)b(w) = 1fg :(28c b + cab): b(w) 

'" 2 b(z) _ atb(z) 
(z -W)2 z-w 

2 b(w) awb(w) '" + -'-'---
(z -W)2 z-w 

(S.116) 

We note that the anticommuting nature of b and c is crucial in order to obtain the 
above OPEs. The OPE of T with itself contains many more terms, which add up 
to the following: 

T(z)T(w) = 1fi : (28c(z)b(z) + c(z)ab(z»::(28c(w)b(w) + c(w)ab(w»: 

-13 2T(w) aT(w) 
(z -W)4 + (z -W)2 + (z -w) 

(S.117) 
Again, but for a different coefficient of the anomalous term, this OPE has the same 
form as (S.83). 

An alternate theory is obtained by modifying the action in such a way that 
the OPE of the fields c and b with themselves are not changed, but the energy-
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momentum tensor is modified, by subtracting a total derivative: a(eb): as follows: 

T(z) = 7rg :ac b: (5.118) 

We shall call this new theory the simple ghost system. The OPE of T with the fields 
e, b, and with itself is, of course, modified: 

T(z)c(w) '" ac(w) 
z-w 

b(z) 
T(z)b(w) '" ( )2 

z-w 
b(w) ab(w) 

'" +--(z -W)2 z-w 

(5.119) 

In this new theory, e is therefore a primary field of conformal dimension h = 0, 
and b is a primary field of conformal dimension h = 1. The OPE of T with itself 
is 

-1 2T(w) aT(w) 
T(z)T(w) '" ( )4 + ( )2 + ( ) z-w z-w z-w 

(5.120) 

We still have the same form as above, albeit with a different coefficient in the 
anomalous term. 

§5.4. The Central Charge 

The specific models treated in the last section lead us naturally to the following 
general OPE of the energy-momentum tensor: 

T(z)T(w) '" el2 + 2T(w) + aT(w) 
(z - W)4 (z - W)2 (z - w) 

(5.121) 

where the constant e-not to be confused with the ghost field described above­
depends on the specific model under study: it is equal to 1 for the free boson, ~ for 
the free fermion, -26 for the reparametrization ghosts, and - 2 for the simple ghost 
system. This model-dependent constant is called the central charge. Except for this 
anomalous term, the OPE (5.121) simply means that T is a quasi-primary field with 
conformal dimension h = 2. Bose symmetry and scale invariance make const.l(Z­
W)4 the only sensible addition to the standard OPE (5.71). Moreover, we already 
know from symmetry considerations that the Schwinger function (TlLv(x)T pu(O») 
takes the form (4.77). This is, of course, compatible with the OPE (5.121), and 
further confirms that the latter is the most general form the OPE of T with itself can 
take. Indeed, if we convert Eq. (4.77) to holomorphic coordinates using Eqs. (5.6), 
(5.7), and (5.40), we find 

(T(z)T(O») = el2 
Z4 

(T(z)T(O») = C!; 
z 

(5.122) 
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All other components of the Schwinger function vanish. The constant A of 
Eq. (4.77) is proportional to the central charge: A = c/(4rr2). 

The central charge may not be determined from symmetry considerations: its 
value is determined by the short-distance behavior of the theory. For free fields, 
as seen in the previous section, it is determined by applying Wick's theorem on 
the nqrmal-ordered energy-momentum tensor. When two decoupled systems (e.g., 
two free fields) are put together, the energy-momentum tensor of the total system 
is simply the sum of the energy-momentum tensors associated with each part, 
and the associated central charge is simply the sum of the central charges of the 
parts. Thus, the central charge is somehow an extensive measure of the number of 
degrees of freedom of the system. 

5.4.1. Transfonnation of the Energy-Momentum Tensor 

The departure of the OPE (5.121) from the general form (5.71) means that the 
energy-momentum tensor does not exactly transform like a primary field of di­
mension 2, contrary to what we expect classically. According to the conformal 
Ward identity (5.46) the variation of T under a local conformal transformation is 

(5.123) 

The "exponentiation" of this infinitesimal variation to a finite transformation z --* 
w(z) is 

( d )-2 
T'(w) = d: [T(Z) - ;2 {w; Z}] (5.124) 

where we have introduced the Schwarzian derivative: 

. _ (d3wldz3 ) _ ~ (d2Wldz2 )2 

{w, z} - (dwldz) 2 dwldz (5.125) 

This induction is far from obvious and we shall be content in verifying it for 
infinitesimal transformations. For an infinitesimal map w(z) = Z + E(Z), the 
Schwarzian derivative becomes, at first order in E, 

a3E 3 ( a2E )2 {Z+E;Z} = __ z_ _ _ z ~ a3E 
1 + azE 2 1 + azE Z 

(5.126) 

The infinitesimal version ofEq. (5.124) is therefore, at first order in E, 

T'(z + E) = T'(z) + E(z)aT(z) 

1 . 
= (1 - 28E(z»(T(z) - 12ca~E(z» 

(5.127) 
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or 

8J(Z) = T'(z) - T(z) 

1 
= - 12ea~E(z) - 2azE(Z)T(z) - E(z)a,T(z) 

which indeed coincides with Eq. (5.123). 
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(5.128) 

To confirm the validity of the transformation law (5.124), we must verify the 
following group property: The result of two successive transformations z -+ w -+ 
u should coincide with what is obtained from the single transformation from 
Z -+ U, that is 

(5.129) 

The last equality requires the following relation between the Schwarzian 
derivatives: 

(dw)2 
{u; z} = {w; z} + dz {u; w} (5.130) 

It is a straightforward exercise to demonstrate that this condition is indeed satisfied. 
Moreover, if we set u = Z, we find that 

(dw)2 
{w; z} = - dz {z; w} (5.131) 

and this relation allows us to rewrite the transformation law (5.124) as 

( d )-2 
T'(w) = d: T(z) + ;2 {z; w} (5.132) 

It is equally straightforward to verify that the Schwarzian derivative of the global 
conformal map 

w(z) = az +b 
ez+d 

(ad -be = 1) (5.133) 

vanishes. This needs to be so, for T(z) is a quasi-primary field. In fact, it can be 
shown that the Schwarzian derivative in (5.124) is the only possible addition to the 
tensor ttansformation law that satisfies the group property (5.130) and vanishes 
for global conformal transformations. 

Instead of providing a long and technical proof of this last statement, we shall 
derive Eq. (5.124) directly by means of the free boson representation. We write 
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the free boson energy-momentum tensor (5.80) as 

T(z) = -2ng!~ ( &P(Z + ~c5)&P(Z - ~c5) + 4n~c52) (5.134) 

Consider the transformation z -+ w(z). Since rp has conformal dimension zero, 
&p transforms as 

(5.135) 

(here we denote the n-th derivative of w by w(n) in order to lighten the notation). 
Hence T(z) transforms as 

T(z) = -21rg lim {w(t)(Z + !c5)w(t)(z - !c5)i}wrp'(w(z + !c5»i}wrp'(w(z - !c5» 
& ... 0 2 2 2 2 

+--1 } 
4ngc52 

= lim {w(1)(Z + !c5)w(t)(z - !c5)[ - 21rg:i} rp'(w)a rp'(w): 
& ... 0 2 2 w w 

+ 2(w(z + ~c5) ~ w(z - ~c5»2 ] - 2~2 } 

= (w(t)(Z»)2 T'(w) + lim { w(t)(z + ~c5)w(1)(z - ~c5) __ 1_} 
& ... 0 2(w(z + ~c5) - w(z - ~c5»2 282 

_ (I) 2, 1 W(3) 3 W(2) { ( )2} - (w (z») T (w) + 12 w(t) -"2 W(l) (5.136) 

Since c = 1 for a free boson, we recover (5.124) after isolating T'(w). 

5.4.2. Physical Meaning of c 

The appearance of the central charge c, also known as the conformal anomaly, 
is related to a "soft" breaking of conformal symmetry by the introduction of a 
macroscopic scale into the system. In other words, c describes the way a specific 
system reacts to macroscopic length scales introduced, for instance, by boundary 
conditions. To make this statement more specific, we consider a generic conformal 
field theory living on the whole complex plane. and we map this theory on a cylinder 
of circumference L by way of the transformation 

L 
Z-+W= -lnz 

2n 
(5.137) 

Then. dWldz = U(2nz) and the Schwarzian derivative is 1I2z2. The energy­
momentum tensor T cyl. (w) on the cylinder is related to the corresponding tensor 
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Tpl. (z) on the plane by 

Tcyl.(W) = (~r {Tpl.(Z)Z2 - ;4} (5.138) 

If we assume that the vacuum energy density (Tpl) vanishes on the plane, then 
taking the expectation value of the above equation yields a nonzero vacuum energy 
density on the cylinder: 

(Tcyl.(w» = (5.139) 

The central charge is seen to be proportional to the Casimir energy, the change 
in the vacuum energy density brought about by the periodicity condition on the 
cylinder. The Casimir energy naturally goes to zero as the macroscopic scale L 
goes to infinity. 

This remark allows us to relate the central charge to the free energy per unit 
length of a statistical system defined on a cylinder. The free energy F, which 
coincides with the connected functional W, varies in the following way when the 
metric tensor is changed: 

(5.140) 

In cylindrical geometry, we apply an infinitesimal scaling of the circumference: 
L -+ (1 +8)L or tJL = 8L. This is realized by applying a coordinate transformation 
Wo -+ (1 + 8)w°, where WO is the coordinate running across the cylinder (w == 
WO +iw l ). According to Eq. (2.192), the infinitesimal variation of the coordinate is 
E/L = ew°tJ/LO and the corresponding variation of the metric is tJg/LIJ = -28tJ/LOtJvO • 

Since 
rrc 

(roo) = (T zz) + (T u) = -(1/rr)(T) = 6£2 (5.141) 

the variation of the free energy is 

fd ° I rrc tJL 
tJF = w dw 6£2 L 

This equation supposes that (roo) vanishes in the L -+ 00 limit or, in other words, 
that (Tpl. (z» = O. If, on the contrary, we suppose that there is a free energy fo per 
unit area in the L -+ 00 limit, then the above equation is replaced by 

tJF = f dwodw l ([0 + ;;2) tJ~ 
The integral over WO gives a trivial factor of L, and we can dispose of the integral 
over WI by defining a free energy F L per unit length of the cylinder, in terms of 
which the variation is 

(5.142) 
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After integration, it follows immediately that 

(5.143) 

This relation is important in the study of finite-size effects of statistical systems and 
numerical simulations; we shall come back to this in Chap. 11 (cf. also Ex. 3.5). 

The central charge also arises when a conformal field theory is defined on a 
curved two-dimensional manifold. The curvature introduces a macroscopic scale 
in the system, and the expectation value of the trace of the energy-momentum 
tensor, instead of vanishing, is proportional to both the curvature R and the central 
chargee: 

(5.144) 

This quantum breaking of scale invariance is called the trace anomaly. The proof 
of (5.144) is not simple, and is given in App. 5.A for the free boson, although the 
argument may be generalized to other systems. 

Appendix S.A. The Trace Anomaly 
In this appendix we demonstrate Eq. (5.144) for the trace anomaly for a free boson. 
We consider the generating functional 

Z[g] = f [dqJ]g e-S(V'.g) 

= e-WIg] 

(5.145) 

where S[qJ,g] is the action of a free scalar field in a background metric gp,v: 

S[qJ,g] = f tPx.;g gp,vi)p,qJi)vqJ 

= - f d 2x.;g qJ6qJ 

We have introduced the Laplacian operator 6: 

1 
6qJ = -i) ( 'ggp,vi) qJ) .;g p, "'50 v 

(5.146) 

(5.147) 

Under a local scale transformation of the metric gp,v ~ (1 + u(x»gp,v' the action 
varies according to 

(5.148) 
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where o(x) is infinitesimal. Consequently, the variation of the connected vacuum 
functional Wfg] is 

(5.149) 

According to the Ward identities previously derived, this variation vanishes in flat 
space, since (T':,. (x» = O. This is no longer true on an arbitrary manifold. 

To see this, we define the functional measure [dfP] in a fashion more suited to an 
arbitrary metric. We proceed by analogy with integration on a general manifold of 
dimension d: the line element is then ds2 = gILvdxILdxV, and the volume element 

isdQ = ..;gdx1 ••• tfX1.IfacoordinatesystemcanbefoundsuchthatglLv = TllLv ' 

then ..;g = 1 and the integration measure simplifies accordingly. In the space 
of field configurations, the analog of the metric is defined in a reparametrization 
invariant way: 

(5.150) 

and the line element is simply 

(5.151) 

In order to diagonalize this "functional metric", we introduce a complete set of or­
thonormal functions {fPn} (i.e., such that (fPm• fPn) = 8mn ) and express any general 
field configuration as fP = Ln cnfPn. The line element thus reduces to 

118fPII 2 = L(8cn )2 (5.152) 
n 

which allows us to define the functional integration measure as 

(5.153) 

Of all possible complete sets {fPn}, the most useful is the set of normalized 
eigenfunctions of the Laplacian, with eigenvalues -An: 

(5.154) 

The action of a configuration specified by the expansion coefficients cn is then 
simply 

(5.155) 

which means that the modes fPn decouple. However, all is not trivial since the 
eigenfunctions fPn and the eigenvalues An depend on the background metric gILV" 



142 5. Conformal Invariance in Two Dimensions 

The vacuum functional may be written as 

(5.156) 

We must be cautious here, since the Laplacian always has a zero-mode CPo = 
const. with vanishing eigenValue. Such a mode is a source of divergence in the 
vacuum functional. To fix this "infrared" problem, we "compactify" the field cP: 
We assume that cp takes its values on a circle, such that the values cp and cp + a are 
equivalent. The circumference a can be chosen very large, and taken to infinity 
at the end of the calculation. Then the range of integration of Co is no longer the 
whole real axis, but the segment [0, a../A], where A is the area of the manifold. This 
follows from the normalization condition (CPo' CPo) = ACP5 = 1 and the condition 
o < coCPo < a. The above expression for the vacuum functional is then replaced by 

(5.157) 

The connected functional W[g] is then 

1 1 -A 
W[g] = -Ina - -InA + - Tr/In-

2 2 27l' 
(5.158) 

where Tr' indicates a trace taken over all nonzero modes. We then use the following 
representation of the logarithm: 

InB 1· 100 dt ( -Bt -t) =-lID -e -e 
8-.0 8 t 

(5.159) 

in order to write 

1 1 '{lOOdt(tt. 21rt)} W[g] = -Ina - -InA - -Tr - e -e-
2 2 8 t 

(5.160) 

(we have scaled t --+- 2m). From now on we keep E finite and shall send it to zero 
at the end of the calculation. 

We now perform an infinitesimal local scale transformation. The variation of 
the metric is 8gJLIJ = ugJLIJ' and that of the Laplacian is 8A = -u A. The variation 
of the second term of (5.160) is 

1 M 1 f 8(-2 InA) = - 2A = - 2A tPx.;gu (5.161) 

and that of the trace in Eq. (5.160) is 

~ Tr' {i oo dt U/lett.} = ~ Tr' {i oo dt U ;tett.} = -~ Tr/(ue8t.) (5.162) 
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In the second equality, we used the property that all nonzero eigenvalues of !::, are 
negative, so that only the lower-bound of the integral over t contributes. Since 

1 f -12 1 ( 1 EA - 2A a-x Jga = -2: ({Jo,a({Jo) = -2:«({Jo,ae ((Jo) (5.163) 

we may combine the two variations into a single expression: 

1 
8Wfg] = 2: Tr (aeEA ) (5.164) 

This expression contains the contribution of the zero-mode, hence Tr I has been 
replaced by Tr. 

To proceed, we introduce the heat kernel 

G(x,y; t) = {~xletAIY} (t ?: 0) 

(t < 0) 
(5.165) 

Since the eigenvalues of !::, can be arbitrarily negative, the expression etA has 
meaning only for t ?: O. In terms of this kernel, the variation of Wfg] is 

8Wfg] = -~ f d2x Jg a(x)G(x,x; s) (5.166) 

The crucial point here is the short-time behavior of the diagonal kernel, which can 
be shown to be 

1 1 
G(x,x; s) = - + -R(x) + O(s) 

41fs 241f 
(5.167) 

(this result is proven in the App. S.B). It follows that 

8Wfg] = __ 1_ fd2x Jga(x) - _1_ ftPXJga(X)R(X) 
81fs 481f 

(5.168) 

In the limit £ ~ 0, the first term seems problematic, being infinite. The origin of 
this divergence lies in the assumed finite size of the manifold and has nothing to do 
with curvature. To fix it, we add to the original action the following ({J-independent 
counterterm: 

(5.169) 

which is simply equal to itA. Under a local scale transformation it undergoes the 
following variation: 

(5.170) 

By suitably choosing It to be equal to -1I81f£, the variation of the counterterm 
action S) cancels the divergent term in (5.168). The second term in (5.168) cannot 
be eliminated in the same way. Indeed, if we add a second counterterm of the form 

(5.171) 
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we find that it is proportional to the Euler characteristics X, a topological invariant 
that depends only on the number of handles of the manifold. Therefore, it is invari­
ant under a local scale transformation, and cannot cancel the rest of the variation 
8W[g]. Then, the equivalence of (S.149) and (S.168) implies that the trace of the 
energy-momentum tensor does not vanish, according to (S.I44), with the value 
c = 1 appropriate for a free boson. 

In order to relate the trace anomaly to the central charge figuring in the 
OPE of the energy-momentum tensor or, equivalently, in the two-point func­
tion (T/L,,(x)Tp"(Y», we proceed as follows. We use the "conformal gauge", a 
coordinate system in which the metric tensor is diagonal: 

(S.I72) 

In two dimensions it is always possible to find such a system, at least locally. In 
terms of the field rp, the determinant ..;g and the curvature are 

~ = e2fp ~R = ffrp (S.173) 

Since a local scale transformation amounts to a local variation of the field rp, the 
corresponding variation of the connected functional W[g] is 

(S.174) 

where c is some constant, equal to unity in the case of a free boson, as argued 
above. This implies that 

(S.17S) 

up to terms independent of rp. In terms of the Green function K(x,y) of the 
Laplacian, this is 

(S.176) 

This follows from the defining property a;K(x,y) = 8(x - y) and integration by 
parts. The natural extension of the above to an arbitrary coordinate system is 

W[g] = - ~1f J tPXf12y Jg(x)Jg(y) R(x)K(x,y)R(y) 

where K(x,y) now satisfies 

Jg(x) /),.xK(x,y) = 8(x - y) 

(S.177) 

(S.178) 

The above expression for W[g] can be used to calculate the two-point function of 
the energy-momentum tensor (the Schwinger function): 

82W 
(T/LII(x)Tp .. (Y» = 8 ()8 (y) 

g/LII x gp" 
(S.179) 
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Without a detailed calculation, it is by now clear that the Schwinger function will 
be proportional to c, which confirms that the central charge and the coefficient of 
the trace anomaly are one and the same thing. 

Appendix S.B. The Heat Kernel 

In this appendix we show that the heat kernel G(x,y; t) defined in (S.16S) has the 
short-time behavior given in (S.167) for x = y. 

From the definition of the heat kernel, we see that it satisfies the equations 

a 
at G(x,y; t) = t1xG(x,y; t) 

1 
G(x,y; 0) = .;gtJ(x - y) 

(S.180) 

These two equations may be combined into 

1 
(at - t1x ) G(x,y; t) = .;gtJ(x - y)tJ(t) (S.181) 

The equivalence of this single equation with Eq. (S.180) may be seen by first 
considering the case t > 0, and then by integrating the above equation over t from 
-e to e, where e is infinitesimal, remembering that G(x,y; t) = 0 if t < O. The 
heat kernel is then the Green function for the diffusion equation: 

G(x,y; t) = (X,tl (at - t1rl IJ,O) (S.182) 

We know the (normalized) solution to this equation in flat infinite space: 

1 (X_y)2 
Go(x,y,t) = - exp 

41ft 4t 
(S.183) 

We now wish to find the small t behavior of G(x ,x; t) on a general curved manifold. 
Physically, G(x,x; t) is the probability that a random walker will diffuse from x 
back to x in a time t. If t is small the diffusion cannot go very far, and we can restrict 
our attention to the immediate neighborhood of x. To this end we write y = x + c§r 

and use a locally inertial frame at x, withgIL,,(x) = 7l1L" and 0AgIL"(X) = 0: 

(5.184) 

where the constants CIL"PA are symmetric under the interchanges f.L ~ v and 
p ~ A. It is then a simple exercise to show that 

(S.18S) 

wherein 

aIL" = _!CIL" tJxPtJxA 
2 PA 

(S.186) 
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The heat kernel then becomes 

G(x,y; t) 
1 

(x,t IA _BIY,O) 

where 

A = at - a/La/L 

B = a/Lva a + b/La /L v /L 

A perturbative solution for G(x,y; t) is obtained by expanding 

1111111 
-- = - + -B- + -B-B- + ... 
A -B A A A A A A 

To first order, this yields 

G(x,y; t) = (x, tlA -IIY, 0) + f drdz (x, tlA -liz, r)(z, rlBA -IIY, 0) 

= Go(x,y; t) + 1t dr f d2z Go(x,z; t - r) 

(5.187) 

(5.188) 

(5.189) 

(5.190) 

The range of the r integration follows from the vanishing of Go(x,y; t) for t < O. 
One checks that the low t behavior of the n-th order contribution in perturbation 
theory is tn-I. We are thus justified in keeping only the first-order contributions. 
Substitution of the explicit form (5.183) of Go(x,y; t) and (5.186) of a/Lv and b/L 
yields 

G(x,x; t) = 4~t + 2!7r (C/L A /LA - CJ-L /L A A) + O(t) (5.191) 

On the other hand, it is straightforward to show that the scalar curvature is given 
by 

(5.192) 

Therefore, the short-time behavior of the heat kernel on a curved manifold is given 
by 

1 1 
G(x,x; e) = - + 24 R(x) + O(e) 

47re 7r 
(5.193) 

Even if this result is obtained in a specific local inertial frame, the relation of the 
curvature with the short-time heat kernel is coordinate independent. 
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Exercises 

5.1 The group SL(2, C) 

a) Write down the explicit SL(2, C) matrices corresponding to translations, rotations, 
dilations, and special conformal transformations. 

b) Given three points Zlo Z2, and Z3, find the explicit SL(2, C) transformation (5.12) that 
maps these three points respectively to 0, I, and 00. 

We have seen in Chap. 4 that the global conformal group in Euclidian space is isomorphic to 
SO(d + I, 1). Ford = 2, this means that SL(2, C) should be isomorphic to the Lorentz group 
SO(3, 1) of Minkowski four-dimensional space-time. The Lorentz group is the set of linear 
transformations on a four-vector xl' that leaves the interval S2 = (XO)2 - (x 1)2 _ (X2)2 _ (X3)2 
invariant. To xl' we may associate a 2 x 2 matrix X = xl' (11' , where (11,2,3 are the usual Pauli 
matrices and (10 is the unit matrix. 

c) Show thats2 = det X and that any transformation X -+ st XS leaves the interval invariant 
if S is a SL(2, C) matrix, and vice versa. Conclude on the isomorphism of SL(2, C) with 
the Lorentz group. What about the topology of these two groups? Hint: Changing the sign 
of the SL(2, C) matrix should have no consequence on the Lorentz transformation. 

5.2 Cluster property of the four-point function 
Consider the expression (5.28) for a generic four-point function. Show how a product of 
two-point functions is recovered when the four points are paired in such a way that the 
two points in each pair are much closer to each other than the distance between the pairs. 
You must assume that the scaling dimensions are positive (i.e., that the correlations do not 
increase with distance). 

5.3 Four-point function for the free boson 
Calculate the four-point function (&P8rporp&p) for the free boson using Wick's theorem. 
Compare the result with the general expression (5.28). What is the function f(T/, ij) ? 

5.4 Verify the details of the calculation of the OPE of the energy-momentum tensor with 
itself, in Eqs. (5.83), (5.100), (5.117), and (5.120). 

5.5 Free complex fermion 
Given two real fermions 1{r1 and 1{r2, one may define a single complex fermion 1{r and its 
Hermitian conjugate 1{rt this way (with holomorphic and antiholomorphic modes): 

1{r = ~(1{r1 + i1{r2) 

1{rt = ~( 1{r1 - i1{r2) 

- I - -
1{r = .,fi (1{r1 + i1{r2) 

{It = ~({li - i{l2) 

(5.194) 

The real fermions 1{r1 and 1{r2 are governed by the action and energy-momentum tensor of 
Sect. 5.3.2. 

a) Show that the OPE of the complex fermion with itself is 

I 
1{rt(z)1{r(w) -..... -­

z-w 

b) Show that the energy-momentum tensor may be expressed as 

T(z) = ~(81{rt1{r -1{rt 81{r) 

and that the conformal dimension of 1{r is ~ and that the central charge is c = I. 

(5.195) 

(5.196) 
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c) Show that the action describing the complex fermion system may be written as 

8[y,] = g f tflx ",t y°yPal' '" (5.197) 

where '" = (y" lj,t) is a two-component field. 

5.6 Generalized ghost system 
The ghost system may be generalized to a pair of fields b(z) and e(z), either both 
anticommuting (E = I) or commuting (E = -I). Their OPE is defined to be 

e(z)b(w) '" _1_ b(z)C(w) '" _E_ (5.198) 
z-w z-w 

and the associated energy-momentum tensor is defined as 

T(z) = (1 - A)(abe)(z) - A(b)(e)(z) (5.199) 

where A is some constant. 

a) Show that the ghosts b(z) and e(z) have, respectively, dimensions A and I-A. 

b) Calculate the central charge of this system. Answer: 

c = -2E(6A2 - 6A + I). (5.200) 

What is the range of c if A is real ? 

5.7 Calculate explicitly the transformation property of the energy-momentum tensor of a 
free fermion using the point-splitting method, as has been done for the free boson. Check 
that the Schwarzian derivative appears there also, with the correct value of the central charge. 

5.8 Express all components of the Schwinger function (4.77) in terms of holomorphic 
coordinates. What are the only nonzero (anti)holomorphic components of the Schwinger 
function? 

5.9 The Schwarzian derivative 

a) Demonstrate explicitly the group property (5.130) of the Schwarzian derivative. 

b) Show that the Schwarzian derivative of the 8L(2, C) transformation (5.12) vanishes. 

5.10 Demonstrate in detail the expressions (5.185) and (5.186) for the Laplacian in a locally 
inertial frame near the origin. 

5.11 Heat kernel on a sphere 
The Laplacian operator on a sphere of radius r embedded in three-dimensional space is 
A = _L2/rl, where L is the angular momentum operator of quantum mechanics. 

a) Show that the heat kernel G(x,x; I) is given by 

G(x,x; I) = ~ L IY'.m(x)12e-tl(I+I)lr2 (5.201) 
r I.m 

where x stands for the angular coordinates (9, f{J). The spherical harmonics Y/.m (9, f{J) are 
eigenfunctions of L 2 and 4.: 

L 2Yi.m = 1(1 + I)Yi.m 4.Yi.m = mY/.m (5.202) 

b) By setting x = 0 (the north pole 9 = 0) and using Euler's summation formula, show 
explicitly that 

I I 
G(O 0'1)= - +-- + ... 

" 41ft 12nr2 
(5.203) 
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This result agrees with Eq. (5.167), since the scalar curvature R of a sphere of radius r is 
R=21r. 

Notes 

The seminal work of Belavin, Polyakov, and Zamolodchikov [36] (henceforth referred to 
as BPZ; see also [35]) had an immense influence on the developments of two-dimensional 
conformal field theory. Some of these developments are described in many review articles 
and lecture notes. Of note are those of Alvarez-Gaume, Sierra, and G6mez [12), Cardy [68, 
69), Christe and Henkel [76), Ginsparg [177), Saint-Aubin [312), and Zamolodchikov and 
Zamolodchikov [367). A large chapter of the two-volume set by Itzykson and Drouffe [203) 
is devoted to conformal invariance in two dimensions. Recent books [235,227) cover a great 
variety of subjects. The collection of reprints assembled by Itzykson, Saleur, and Zuber [204) 
is a handy reference and contains an extensive bibliography (up to 1989). The two-volume 
set by Green, Schwarz, and Witten [187) on superstring theory also contains a generous 
bibliography in which early work on free-field theories can be found. 

The use of holomorphic and antiholomorphic coordinates in the context of string theory 
appears in Polyakov [297, 298) and in a lecture by Friedan [139). The definition of a primary 
field appeared in BPZ [36). The Ward identities were used extensively in BPZ, but the 
conformal Ward identity appears in the present form in Ref. [142). The alternate derivation 
of the Ward identities on a Riemannian manifold follows the presentation of H. Kawai [233]. 
The operator product expansion was first introduced in field theory by Wilson [356] and 
Kadanoff [223); it was used in string theory by Friedan [139] (see also [142]). 

Bosons, fermions, and ghosts in dimension two were studied in the context of string 
theory. Fermions were introduced in string theory by Ramond [302] and Neveu and 
Schwarz [281). Repararnetrization ghosts were introduced in string theory by Polyakov 
[297, 298); the extension of bosons, fermons, and ghosts to superstrings was studied in 
Friedan, Martinec, and Shenker [142], in which a detailed discussion of the relation between 
string theory and conformal field theory can also be found. 

It was recognized in BPZ [36] that the central charge is a fundamental characteristic 
of a conformal field theory. Its deeper significance as a measure of the number of degrees 
of freedom in a theory is discussed by Zamolodchikov [363]. The behavior of the energy­
momentum tensor under conformal transformation appeared in BPZ [36]; the argument 
given in this chapter for the free boson is due to Cardy [69]. The interpretation of the central 
charge as a Casimir energy is due to Affleck [1) and BlOte, Cardy, and Nightingale [49]. 
Our treatment of the trace anomaly follows H. Kawai [233]. derived from the original work 
of Polyakov [297]. 



CHAPTER 6 

The Operator Formalism 

In the previous chapter, the consequences of conformal symmetry on two­
dimensional field theories were embodied in constraints imposed on correlation 
functions known as the Ward identities. These Ward identities were most easily 
expressed in the form of an operator product expansion of the energy-momentum 
tensor with local fields. It was implicit, however, that operator product expansions 
were occurring within correlation functions and no use was made of any oper­
ator formalism or Hilbert space: The correlation functions could in principle be 
obtained in the path integral formalism. 

Hilbert spaces and operators are nonetheless extremely useful in conformal 
field theory because of the power of algebraic and group-theoretical methods. The 
operator formalism of quantum mechanics implies a choice of reference frame, as 
it is not manifestly Lorentz invariant; this amounts to choosing a time axis in space­
time. In a Euclidian theory, the time direction is somewhat arbitrary; in particular, 
it may be chosen as the radial direction from the origin. This is the object of radial 
quantization, described in Sect. 6.1. The use of complex coordinates then allows a 
representation of commutators in terms of contour integrals, making the operator 
product expansion a particularly useful computational tool. Section 6.2 expresses 
the conformal transformation of fields in terms of quantum generators, whose 
commutation relations define the Vrrasoro algebra. The general features of the 
Hilbert space and the notion of descendant states are also introduced. Section 6.3 
discusses at length the quantization of the free boson on the cylinder with various 
boundary conditions. Some notions introduced here (e.g., vertex operators) will be 
of great importance later. Section 6.4 gives a comparable treatment of free fermions. 
Section 6.5 describes a new definition of normal ordering for interacting conformal 
fields. Section 6.6 introduces the notion of descendant fields, conformal families 
and operator algebra, and is of special importance for a good understanding of the 
structure of conformal field theories. 
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§6.1. The Operator Formalism of Conformal Field 
Theory 

6.1.1. Radial Quantization 
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The operator formalism distinguishes a time direction from a space direction. This 
is natural in Minkowski space-time, but somewhat arbitrary in Euclidian space­
time. In the context of statistical mechanics, choosing time and space directions 
amounts to selecting a direction in the lattice (e.g., rows) that we call "space", and 
defining a space of states spanned by all the possible spin configurations along that 
direction. The time direction is then orthogonal to space, and the transfer matrix 
makes the link between state spaces at different times. In the continuum limit the 
lattice spacing disappears and we are free to choose the space direction in more 
exotic ways, for instance along concentric circles centered at the origin. This choice 
of space and time leads to the so-called radial quantization of two-dimensional 
conformal field theories. 

In order to make this choice more natural from a Minkowski space point of view 
(in particular in the context of string theory), we may initially define our theory 
on an infinite space-time cylinder, with time t going from -00 to +00 along the 
"fiat" direction of the cylinder, and space being compactified with a coordinate x 
going from 0 to L, the points (0, t) and (L, t) being identified. If we continue to 
Euclidian space, the cylinder is described by a single complex coordinate ~ = t +ix 
(or equivalently ~ = t - ix). We then "explode" the cylinder onto the complex 
plane (or rather, the Riemann sphere) via the mapping illustrated on Fig. 6.1. 

z = e21rt;/L (6.1) 

The remote past (t .... -00) is situated at the origin z = 0, whereas the remote 
future (t .... +00) lies on the point at infinity on the Riemann sphere. 

""' _____ ~----x 
, -" ..... -- -..... \ 

:' ,,' '\', 
, • 't ' 
~' .' 1 :t 

" .' 2 ,--_ .. 

t 

Figure 6.1. Mapping from the cylinder to the complex plane. 

We must also assume the existence of a vacuum state 10) upon which a Hilbert 
space is constructed by application of creation operators (or their likes). In free­
field theories, the vacuum may be defined as the state annihilated by the positive 
frequency part of the field (see Sect. 2.1). For an interacting field f/J, we assume 
that the Hilbert space is the same as for a free field, except that the actual energy 
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eigenstates are different. We suppose then that the interaction is attenuated as 
t -+ ±oo and that the asymptotic field 

tPin ex lim tP(x, t) 
t_-oo 

(6.2) 

is free. Within radial quantization, this asymptotic field reduces to a single operator, 
which, upon acting on 10), creates a single asymptotic "in" state: 

ItPin) = lim tP(z, z)IO) 
z.i-O 

(6.3) 

THE HERMmAN PRODUcr 

On this Hilbert space we must also define a bilinear product, which we do indi­
rectly by defining an asymptotic "out" state, together with the action of Hermitian 
conjugation on conformal fields. In Minkowski space, Hermitian conjugation does 
not affect the space-time coordinates. Things are different in Euclidian space, since 
the Euclidian time t' = it must be reversed (t' -+ -t') upon Hermitian conjugation 
if t is to be left unchanged. In radial quantization this corresponds to the mapping 
Z -+ lIz*. This (almost) justifies the following definition of Hermitian conjugation 
on the real surface z = z*: 

(6.4) 

where by assumption tP is a quasi-primary field of dimensions h and it. The 
prefactors on the r.h.s. may be justified by demanding that the asymptotic "out" 
state 

(6.5) 

have a well-defined inner product with ItPin)' Following the definition (6.4) of 
Hermitian conjugation, this inner product is 

= lim z-1hz-2ii (0 1 tP(1lz, lIz)tP(w, w)IO) 
z.z.w.W-O (6.6) 

= lim ~1h~2ii (OltP(~, ~)tP(O, 0)10) 
M-oo 

According to the form (5.25) of conformally covariant two-point functions, the 
last expression is independent of~, and this justifies the prefactors appearing in 
Eq. (6.4): Had they been absent, the inner product (tPoutltPin) would not have been 
well-defined as ~ -+ 00. Notice that the passage from a vacuum expectation value 
to a correlator in the last equation is correct since the operators are already time­
ordered within radial quantization: The first one is associated with t -+ 00 and the 
second one to t -+ -00. 
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MODE EXPANSIONS 

A conformal field rP(z, z) of dimensions (h, h) may be mode expanded as follows: 

rP(z,z) = L Lz-m-hz-n-hrPm.n 
meZneZ 

rPm,n = 2~' f dz zm+h-I 2~ f dz zn+h-Iq,(z, z) 

A straightforward Hermitian conjugation on the real surface yields 

""'( -)t _ ~ ~ --m-h -n-h"",t 
'I' Z, Z - L...J L...J Z Z 'I'm,n 

meZneZ 

while the definition (6.4) gives instead 

rP(z,z)t = z-2hz -1.hrP(1lz, liz) 

_ --211 -1.h ~ ~ "'" -m+h n+h 
- Z Z L...J L...J 'I'm,nZ Z 

meZneZ 

= ~ ~ "'" --m-h -n-h 
L...J L...J'I'-m.-nz Z 
meZneZ 

(6.7) 

(6.8) 

(6.9) 

These two expressions for the Hermitian conjugate of the mode expansion are 
compatible provided 

rP~,n = rP-m,-n (6.10) 

This is the usual expression for the Hermitian conjugate of modes, and justifies 
the extra powers of h and h occurring in Eq. (6.7). If the "in" and "out" states are 
to be well-defined, the vacuum must obviously satisfy the condition 

rPm,nIO} = 0 (m> -h,n > -h) (6.11) 

In the following, we shall lighten the notation by dropping the dependence of 
fields upon the antiholomorphic coordinate. Thus, the mode expansions (6.7) will 
take the following simplified form: 

r/J{z) = L z-m-hrPm 
meZ 

rPm = ~ f dz zm+h-1rP(z) 

(6.12) 

It must be kept in mind, however, that the antiholomorphic dependence is al­
ways there. The decoupling between holomorphic and antiholomorphic degrees 
of freedom that pervades conformal theories makes it a simple task to restore the 
antiholomorphic dependence when needed. 

6.1.2. Radial Ordering and Operator Product Expansion 

Within radial quantization, the time ordering ·,that appears in the definition 
of correlation functions becomes a radial ordering, explicitly defined by (cf. 
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Eq. (2.77» 

() () { 
<I>\(Z)<I>2(W) if Izl > Iwl 

R<I>\ z <1>2 W = 
<l>2(W) <I> \ (z) if Izl < Iwl 

(6.13) 

If the two fields are fermions, a minus sign is added in front of the second ex­
pression. Since all field operators within correlation functions must be radially 
ordered, so must be the l.h.s. of an OPE if it is to have an operator meaning. In 
particular, the OPEs written previously have an operator meaning only if Izl > Iwl. 
We shall not write the radial ordering symbol R every time, but radial ordering 
will be implicit. 

We now relate OPEs to commutation relations. Let a(z) and b(z) be two 
holomorphic fields, and consider the integral 

t dz a(z)b(w) (6.14) 

wherein the integration contour circles counterclockwise around w. This expres­
sion has an operator meaning within correlation functions as long as it is radially 
ordered. Accordingly, we split the integration contour into two fixed-time cir­
cles (see Fig. 6.2) going in opposite directions. Our integral is now seen to be a 
commutator: 

i dza(z)b(w) = i dza(z)b(w) - i dzb(w)a(z) 
1'w k. k2 (6.15) 

= [A,b(w)] 

where the operator A is the integral over space at fixed time (i.e., a contour integral) 
of the field a(z): 

A = f a(z)dz (6.16) 

and where C\ and C2 are fixed-time contours (circles centered around the origin) of 
radii respectively equal to Iwl + e and Iwl- e, e being infinitesimal. Naturally, an 
operator relation cannot be obtained from considering a single correlation function. 
We must allow an arbitrary number of different fields to lie beside b(w) and a(z) 
within a generic correlator; the decomposition into two contours is valid as long as 
b(w) is the only other field having a singular OPE with a(z), which lies between 
the two circles C\ and C2 ; this is the reason for taking the limit e -+ O. The 
commutator obtained is then, in some sense, an equal time commutator. We note 
that if a and b are fermions, the commutator is replaced by an anticommutator. 
In practice, the integral (6.14) is evaluated by substituting the OPE of a(z) with 
b( w), of which only the term in 1/(Z - w) contributes, by the theorem of residues. 

The commutator [A, B) of two operators, each the integral of a holomorphic 
field, is obtained by integrating Eq. (6.15) overw: 

[A,B] = tdw t dz a(z)b(w) (6.17) 
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G 
Figure 6.2. Subtraction of contours. 

where the integral over z is taken around w, and the integral over w around the 
origin, and where 

A = f a(z)dz B = f b(z)dz (6.18) 

Formulas (6.15) and (6.17) are important: They relate OPEs to commutation re­
lations, and allow us to translate into operator language the dynamical or symmetry 
statements contained in the OPE. 

We note that whenever a contour integral is written without a specified contour, 
it is understood that we integrate at fixed time (i.e., along a circle centered at the 
origin). Otherwise the relevant points surrounded by the contours are indicated 
below the integral sign. 

§6.2. The Virasoro Algebra 

6.2.1. Conformal Generators 

We apply Eqs. (6.15) and (6.17) to the conformal identity (5.46). We let E(Z) be 
the holomorphic component of an infinitesimal conformal change of coordinates. 
We then define the conformal charge 

Qf£ = 2~ f dz E(z)T(z) (6.19) 

With the help of Eq. (6.15), the conformal Ward identity translates into 

c5f£<I>(W) = -[Q(, <I>(w)] (6.20) 

which means that the operatorQE is the generator of conformal transformations-in 
other words, the conformal charge, in the spirit ofEq. (2.163). 

We expand the energy-momentum tensor according to (6.7): 

T(z) = L z-n-2 Ln Ln = 2~ f dz zn+1 T(z) 
neZ 

fez) = L z-n-2 in 
neZ 

i = _1_ fd- -n+lt(-) n 27ri zz z 

(6.21) 
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We also expand the infinitesimal conformal change E(Z) as 

E(Z) = LZn+1En 
neZ 

Then expression (6.19) for the conformal charge becomes 

(6.22) 

(6.23) 

The mode operators Ln and Ln of the energy-momentum tensor are the generators 
of the local conformal transformations on the Hilbert space, exactly like in and In 
of Eq. (5.18) are the generators of conformal mappings on the space of functions. 
Likewise, the generators of SL(2, C) in the Hilbert space are L_l ' Lo' and Ll (and 
their antiholomorphic counterparts). In particular, the operator Lo + Lo generates 
the dilations (z, z) ~ >..(z, z), which are nothing but time translations in radial 
quantization. Thus, Lo + Lo is proportional to the Hamiltonian of the system. 

The classical generators of the local conformal transformations obey the algebra 
(5.19). The quantum generators Ln obey an identical algebra, except for a central 
term: 

C 2 
[Ln,Lm1 = (n - m)Ln+m + 12n (n -l)c5n+m,O 

[Ln,Lm1 = 0 (6.24) 

- - - C 2 
[Ln,Lm1 = (n - m)Ln+m + 12n (n -l)c5n+m,O 

where c is the central charge of the theory. This is the celebrated Virasoro algebra. 
It may be derived from the mode expansion (6.21), the OPE (5.121) andEq. (6.17): 

1 id .. .m+l i d n+l { el2 
[Ln,Lm1 = (2ni)21o W-w 1'w z z (z _ W)4 

2T(w) aT(w) } 
+ (z - W)2 + (z - w) + reg. 

= :m i dwwn+1 {l~c(n + l)n(n - 1)wn-2+ 

2(n + 1WT(w) + ~+l aT(w)} 

= 1~cn(n2 - l)c5n+m ,o + 2(n + l)Lm+n 

-:m i dw (n + m + 2)wn+m+lT(w) 

1 2 • 
= 12cn(n -l)c5n+m ,o + (n - m)Lm+n (6.25) 
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where, in the third equation, the last term has been integrated by parts. The last 
equation of (6.24) is demonstrated in exactly the same way, and the second equation 
of (6.24) follows from the trivial OPE T(z)T(w) ~ O. 

6.2.2. The Hilbert Space 

The Hilbert space of a conformal field theory may have an intricate structure, 
which will be discussed in Chapter 7. For the moment we shall simply explain 
some general facts. 

The vacuum state 10) must be invariant under global conformal transformations. 
This means that it must be annihilated by L_I ,Lo and LI and their antiholomorphic 
counterparts (this fixes the ground state energy to zero). This, in tum, can be 
recovered from the condition that T(z) 10) and T(z) 10) are well-defined as z, Z -+ 0, 
which implies 

LnIO) = 0 

£nIO) = 0 
(n :::: -1) (6.26) 

which includes as a subcondition the invariance of the vacuum 10) with respect to 
the global conformal group. It also implies the vanishing of the vacuum expectation 
value of the energy-momentum tensor: 

(OIT(z)IO) = (OIT(z)IO) = 0 (6.27) 

Primary fields, when acting on the vacuum, create asymptotic states, eigenstates 
of the Hamiltonian. A simple demonstration follows from the OPE (5.71) between 
T(z) and a primary field c/J(z, z) of dimensions (h, h), translated into operator 
language: 

[Ln,c/J(w,w)] = ~ 1. dzzn+IT(z)c/J(w,w) 
2m 'fw 

- _1_ i d n+1 [hc/J(W,w) &P(w,w) ] 
- 2' z z ( )2 + + reg. m w z-w z-w 

= h(n + l)w"c/J(w,w) +wn+I&/>(w,w) (n :::: -1) 

(6.28) 

The antiholomorphic counterpart of this relation is 

[£n'c/J(w,w)] = h(n + 1)W"c/J(w,w) +wn+1ac/J(w,w) 

After applying these relations to the asymptotic state 

(n :::: - 1) (6.29) 

Ih, h) == c/J(O,O)IO) , 

we conclude that 

Lolh,h) = hlh,h) 

Thus Ih, h) is an eigenstate of the Hamiltonian. Likewise, we have 

Lnlh,h) 

£nlh,h) 

o 
o 

if n > 0 

(6.30) 

(6.31) 

(6.32) 
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Excited states above the asymptotic state Ih,h} may be obtained by applying 
ladder operators. Explicitly, if we expand the holomorphic field tP(w) in modes 
according to (6.12), then we easily find the commutation rule 

[Ln, tPm1 = [n(h - 1) - m1tPn+m 

of which a special case is 

(6.33) 

(6.34) 

(the antiholomorphic index, if included, would simply be a spectator). This means 
that the operators tPm act as raising and lowering operators for the eigenstates of 
La: each application of tP -m (m > 0) increases the conformal dimension of the 
state bym. 

The generators L_m (m > 0) also increase the conformal dimension, by virtue 
of the Vrrasoro algebra (6.24): 

(6.35) 

This means that excited states may be obtained by successive applications of these 
operators on the asymptotic state Ih}: 

(6.36) 

By convention the L_k; appear in increasing order of the k j ; a different ordering 
can always be brought into a linear combination of the well-ordered states (6.36) 
by applying the commutation rules (6.24) as necessary. The state (6.36) is an 
eigenstate of La with eigenvalue 

(6.37) 

The states (6.36) are called descendants of the asymptotic state Ih} and the integer 
N is called the level of the descendant. The number of distinct, linearly independent 
states at level N is simply the number p(N) of partitions of the integer N. It is easy 
to convince oneself, through a Taylor expansion, that the generating function of 
the partition numbers is (cf. Ex. 6.4) 

1 00 1 00 

- == fl- = LP(n)qn 
fIJ(q) n=1 1 - qn n=O 

(6.38) 

where rp(q) is the Euler function. 
The relevance of descendant states lies in their conformal properties: The effect 

of a conformal transformation on a state is obtained by acting on it with a suitable 
function of the generators Lm. The subset of the full Hilbert space generated by 
the asymptotic state Ih} and its descendants is closed under the action of the Vrra­
soro generators and thus forms a representation (more correctly, a module) of the 
Vrrasoro algebra. This subspace is called a Verma module in the mathematical lit­
erature. Chap. 7 will develop these ideas further. We shall come back to descendant 
states in Sect. 6.6.1. 
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§6.3. The Free Boson 

This section gives a detailed account of the canonical quantization of the free boson 
on the cylinder. The mode expansions are obtained, after imposing the appropriate 
boundary conditions. The mapping from the cylinder to the complex plane is used to 
define the conformal generators and, in particular, the vacuum energies. Free-field 
theories are of special importance not only because they can be solved explicitly, 
but also because they are the building blocks of more complicated models, or can 
be shown to be equivalent to interesting statistical models. This section and the 
following one will be applied extensively when discussing modular invariance, in 
Chap. 10. Note that we generally adopt the normalizationg = 1141t', except when 
we keep the normalization arbitrary in order to make comparison with other work 
easier. 

6.3.1. Canonical Quantization on the Cylinder 

We let ({l(x, t) be a free Bose field defined on a cylinder of circumference L: 
({l(x + L, t) == ({l(x, t). This field may be Fourier expanded as follows: 

((l(x,t) = I:e2lrinxIL({ln(t) 
n 

((In(t) = ~ f dx e-2lrinxIL({l(x, t) 

In terms of the Fourier coefficients ({In' the free field Lagrangian 

becomes 

The momentum conjugate to ({In is 

1t'n = gLip_n 

and the Hamiltonian is 

H = ~L ~ {1t'n1t'_n + (21mg)2({ln({l_n} 

(6.39) 

(6.40) 

(6.41) 

(6.42) 

(6.43) 

We notice that ({l! = ({l-n' and similarly 1t'! = 1t'_n. Of course, this Hamiltonian 
represents a sum of decoupled harmonic oscillators, of frequencies Cl)n = 21t'lnIIL. 
The vanishing of one of the frequencies (n = 0) is of special importance, since it is 
a consequence of the absence of a mass term, which, with the boundary conditions 
chosen, is tantamount to conformal invariance. 
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The usual procedure is to define creation and annihilation operators an and a~ : 

an = ~ (21rglnlqJn + i1r_n) 
41rglnl 

(6.44) 

such that [an,am] = 0 and [an,a~] = 8mn; this, of course, does not work for the 
zero-mode qJo. Instead of these we shall use the following operators: 

a = { -i../ii an (n > 0) a = { -i../ii a_n (n > 0) (6.45) 
n iJ-n a~n (n < 0) n i./-n a~ (n < 0) 

and treat the zero mode qJo separately. The associated commutation relations are 

The Hamiltonian is then expressible as 

1 2 21r", __ 
H = 2gL 1ro + Y L)a-nan + a_nan) 

n#l 

The commutation relations (6.46) lead to the relation 

21r 
[H,a_m ] = yma_m 

(6.46) 

(6.47) 

(6.48) 

which means that a_m (m > 0), when applied to an eigenstate of H of energy E, 
produces another eigenstate with energy E + 2m1rIL. 

Since the Fourier modes are 

qJn = ~(an -a_n) 
n 41rg 

the mode expansion at t = 0 may be written as 

qJ{x) = qJo + J4i L .!.{an - a_n)e2mnxIL 
1rg n,toO n 

(6.49) 

(6.50) 

The time evolution of the operators qJo' an' and an in the Heisenberg picture follows 
immediately from the above Hamiltonian: 

an{t) = a n(O)e-2mntIL 

an(t) = an{O)e-2mntIL 
(6.51) 

In terms of constant operators, the mode expansion of the field at arbitrary time is 
then 

qJ(x, t) = rp, +..!...1r t + _i_ '" .!. (a e2mn(x-t)IL - a e2zrin<X+t)IL) (6.52) 
o gL 0 J 4xg ~ n n -n 

n,toO 

If we go over to Euclidian space-time (i.e., replace t by -iT) and use the conformal 
coordinates 

z = e21r(T-ix)IL (6.53) 
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we finally obtain the expansion 

iii 
qJ(z, Z) = qJo - 41l'0 In (zi) + ../4 L - (anz-n + anz-n) 

1l'g 1l'g n#) n 
(6.54) 

We know that qJ is not itself a primary field, but that its derivatives ()qJ and aiP 
are. We concentrate on the holomorphic field ()qJ. From Eq. (6.54) the following 
expansion follows: 

i()qJ(z) = -41 1l'0 + ../41 Lanz-n- I 

1l'g Z 1l'g n~O 
(6.55) 

(the normalization g = 1/41l' will usually be used in this work). This expansion 
coincides with the general conformal mode expansion (6.7). We may introduce 
two operators ao and ao: 

- 1l'0 ao=ao = --
../41l'g 

(6.56) 

which allow us to include the zero-mode term into the sum: 

1 
i()qJ(z) = ../4 Lanz-n- I 

1l'g n 
(6.57) 

The periodicity condition on the field qJ is the source of the decoupling between 
holomorphic and antiholomorphic excitations. Thus, the operators an create or de­
stroy "right-moving" excitations, whereas the an are associated with "left-moving" 
excitations. In string theory applications, these boundary conditions describe a 
closed string. The zero-mode qJo is then the center-of-mass of the string (or, more 
precisely, one of the components thereof) and 1l'0 is the string's total momentum. 

6.3.2. Vertex Operators 

Since the canonical scaling dimension of the boson qJ vanishes, it is possible to 
construct an infinite variety of local fields related to qJ without introducing a scale, 
namely the so-called vertex operators: 

(6.58) 

The normal ordering has the following meaning, in terms of the operators appearing 
in the mode expansion (6.54): 

Va(z,z) = exp (iaqJo + ~ L .!..(a_nZn +a_nZn)} 
,,41l'g n>O n 

{ a a" 1 ( -n - --n)} x exp -4 1l'0 - ~ L...J - anz + anz 
1l'g ,,41l'g n>O n 

(6.59) 

Within each exponential, the different operators commute. 
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We shall now demonstrate that these fields are primary. with holomorphic and 
antiholomorphic dimensions 

_ a2 

h(a) = h(a) = -
8rrg 

We first calculate the OPE of &p with Va: 

_ 00 (ia)n _ n 
&P(z)Va(w,w) = L -, &P(z) :qJ(w,w) : 

n=O n. 

1 1 Loo (ia)n ( - )n-I "'-'---- ·qJww· 
4rrg Z - W n=1 (n - I)! . , . 

"'-' _ ia Va(w,w) 
4rrg Z-W 

Next, we calculate the OPE of Va with the energy-momentum tensor: 

00 (ia)n 
T(z)Va(w,w) = -2rrg L -, :&p(z)&p(z)::qJ(w,w)n: 

n=O n. 

1 1 ~ (ia)n ( _ )n-2 
"'-' - 8n:g (z - W)2 L." (n _ 2)! :qJ w, W : 

n=2 

+ _1_ t _(ia_)_n n :&P(z)qJ(w,w)n-l: 
Z-W n=1 n! 

a2 Va(w,w) i}w Va(w,w) "'-' - + -=.-=---
8rrg (z -W)2 Z-W 

(6.60) 

(6.61) 

(6.62) 

To the n-th term in the summation we have applied 2n single contractions and 
n(n - 1) double contractions. We have replaced &P(z) by &p( w) in the last equation 
since the difference between the two leads to a regular term. It is now clear by the 
form of this OPE that Va is primary. with the conformal weight given above. The 
OPE with T has exactly the same form. 

In order to calculate the OPE of products of vertex operators. we may use the 
following relation for a single harmonic oscillator: 

(6.63) 

where Ai = aja + fJja t is some linear combination of annihilation and creation 
operators (this relation is demonstrated in App. 6.A). Since a free field is simply 
an assembly of decoupled harmonic oscillators. the same relation holds if Al and 
A2 are linear functions of a free field (see also Ex. 6.7). In particular. we may write 

(6.64) 

Applied to vertex operators. this relation yields 

Va(z,z)Vp(w,w) "'-' Iz - WI2afl/4>rg Va+p(w, w) + ... (6.65) 
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However, we have seen previously that invariance under the global conformal 
group forces the fields within a nonzero two-point function to have the same 
conformal dimension. Furthermore, the requirement that the correlation function 
(Va{z,z)Vp(w,w)} does not grow with distance imposes the constraint a{J < 0, 
which leaves a = - {J as the only possibility (g = 1/ 4:n"): 

Va{Z, z)V _a{w, w) '" Iz - wl-2a2 + . . . (6.66) 

In general, the correlator of a string of vertex operators Vai vanishes unless the 
sum of the charges vanishes: Li ai = 0; this will be demonstrated in Chap. 9, in 
which vertex operators will be further studied. From now on, the normal ordering 
of the vertex operator will not be explicitly written but will always be implicit. 

6.3.3. The Fock Space 

The independence of the Hamiltonian (6.47) on fPo implies that the eigenvalue of 
:Tro is a "good" quantum number, which may label different sets of eigenstates of 
H. Since :Tro commutes with all the an and an' these operators cannot change the 
value of:Tro and the Fock space is built upon a one-parameter family of vacua la}, 
where a is the continuous eigenvalue of ao = :Trot J 4:Trg. As mentioned above, 
the conformal modes an and an are annihilation operators for n > 0 and creation 
operators for n < 0 (this is also in accordance with the general expansion (6.7) 
and the definition of the conformal vacuum): 

As we know, the holomorphic energy-momentum tensor is given by 

T{z) = -2:Trg :&p{z)&P{z): 

1 
= 2 L z-n-m-2 :anam: 

n.meZ 

which implies (for g arbitrary) 

1 
Ln = 2 L an_mam (n ¥= 0) 

meZ 

" 1 2 Lo = L-a-nan + 2"ao 
n>O 

(6.67) 

(6.68) 

(6.69) 

and similarly for antiholomorphic modes. The Hamiltonian (6.47) may then be 
written as 

(6.70) 

This confirms the role of Lo + to as a Hamiltonian, modulo some multiplicative 
factor. The mode operators am playa role vis-a-vis Lo similar to Lm, because of 
the commutation [Lo,a_m] = ma_m. This does not mean that am is equivalentto 
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Lm , but rather that its effect on the conformal dimension (the eigenvalue of Lo) is 
the same as that of Lm. 

From expression (6.69) we see that the vacuum la) has conformal dimension 
~a2 (we· set g = 1/41Z'). The elements of the Fock space are, of course, obtained 
by acting on la) with the creation operators a_n and a_n (n > 0): 

n, n2 -m, -m2 I) ( > 0) a_1a_2 •• ·a_1a_2 ••• a ni>mj _ (6.71) 

These states are eigenstates of Lo with conformal dimensions 

- I 2 '"' h ="2a + ~jmj (6.72) 
1 

Each vacuum la} may be obtained from the "absolute" vacuum 10} by ap­
plication of the vertex operator '\7a(Z'z) = eiarp(z,z). We now show explicitly 
that 

(6.73) 

We shall proceed by showing that '\7 a(O)IO} is an eigenstate of 1Z'0 with eigenvalue 
a, and that an la} = 0 for n > O. For this we need the Hausdorff formula 

(6.74) 

where [B,A] is assumed to be a constant. If we setB = 1Z'0 and A = iaqJ(Z,Z). we 
find 

[1Z'0, '\7 a] = a'\7 a 

This relation, applied at Z = 0 to the invariant vacuum 10}, gives 

1Z'0 '\7a(O)IO} = a'\7a(O)IO} 

(6.75) 

(6.76) 

which is one of the desired elements. The other is obtained by setting B = an; it 
follows that 

(6.77) 

At Z = 0, this relation yields an '\7 a 10} = 0 when applied on 10}. A similar relation 
holds for an (n > 0). 

6.3.4. Twisted Boundary Conditions 

A variant of the free-boson theory may be obtained by assuming antiperiodic 
boundary conditions on the cylinder: qJ(x + L, t) = -qJ(x, t). This is compatible 
with the Lagrangian (6.40) since the latter is quadratic in qJ. This twisted boundary 
condition will be fully exploited in Chap. 10, when we discuss modular invariance 
and the orbifold. For the moment, we shall simply be interested in the effect it 
has on the vacuum energy density. Of course, this boundary condition implies that 
the field qJ is double-valued on the cylinder. Once the cylinder is mapped onto the 
plane, this amounts to defining the theory on a pair of Riemann sheets. 
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The mode expansion (6.54) may be retained, except that the zero-mode now 
disappears, and the summation index n must take half-integral values. This modi­
fication naturally incorporates the antiperiodicity of rp, without affecting the com­
mutation relations [an' am] = ntSn+m. We define the operator G that takes rp into 
-rp: GrpG-1 = -rp. This operator anticommutes with rp, and with all the mode 
operators an; in fact it brings the system from one Riemann sheet to the other. Since 
G 2 = 1, its eigenvalues are ± 1; since it commutes with the Hamiltonian, every 
state has a definite value of G, and the two states It/!) and Glt/!) are degenerate. 
In particular, the ground state is doubly degenerate, and we must distinguish the 
vacua 10+) and 10_), eigenstates of G with eigenvalues + 1 and -1 respectively. 

We now proceed to calculate the two-point function with the help of the mode 
expansion. In fact, we also consider the periodic case and verify that the result 

(acp(z)arp(w» = 
1 

(z -W)2 
(6.78) 

obtained by path integral methods, may be recovered by operator methods. From 
the mode expansion, we find (Izl > Iwl) 

1 
(rp(z)acp(w» = L -(anam)z-nw-m-I (6.79) 

m.n~O n 

But (anam) = ntSn+m if n > 0, and 0 otherwise. It follows that 

1 (W)n (rp(z)acp(w» = w L -
n>O Z 

(6.80) 

So far we have not specified the periodicity or antiperiodicity of the field. In 
the periodic case, the summation index n takes positive integral values, and the 
correlator becomes 

1 wlz 
(rp(z)acp(w» = - 1 I = w -wz z-w 

(6.81) 

If we differentiate with respect to z, we recover the two-point function written 
above. 

In the antiperiodic case, the summation index starts at n = 4 and takes half­
integral values thereafter. The vacuum expectation value is taken in one of the two 
ground states (or a combination thereof) and 

Applying 8z yields 

(acp(z)arp(w» = _! ./iJW +../WTZ 
2 (z -W)2 

(6.82) 

(6.83) 
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This expression has branch cuts at Z = 0,00, and w = 0,00; the antiperiodic 
boundary condition on qJ as z circles around the origin is incorporated in the 
square roots. The periodic and antiperiodic two-point functions coincide in the 
limit z -+ w, meaning that the short distance behavior of the theory is independent 
of the boundary conditions. 

The vacuum energy density may be obtained from the following normal ordering 
prescription 

(T(z» = -2
1 lim (-(&P(Z + e)&p(z» + 12) 

e ...... O e 
(6.84) 

from which it follows that (T(z» = 0 in the periodic case, on the plane. The same 
calculation applied to Eq. (6.83) gives 

1 
(T(z» = 16z2 (6.85) 

Since Lo is the coefficient of lIz2 in the mode expansion of the energy-momentum 
tensor, this nonzero expectation value implies a constant term in the expression 
for Lo in terms of modes, in the antiperiodic case: 

(6.86) 

On the cylinder, the vacuum expectation value of the energy-momentum tensor 
must be shifted by a constant, according to Eq. (5.138): 

{ -;4 (~y 
(T ) = 

cyl. ~ (~y 

(periodic) 

(6.87) 

(antiperiodic) 

These vacuum expectation values may be used to fix the constants added to the 
Hamiltonian when expressed in terms of the mode operators on the cylinder. If we 
write 

(6.88) 

then 

(6.89) 

This difference between antiperiodic and periodic boundary conditions in the vac­
uum energies will also appear when considering fermions, although in the opposite 
manner, as we shall discover. 
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6.3.5. Compactified Boson 

The invariance of the free-boson Lagrangian (6.40) with respect to translations 
qJ ~ qJ+const. means that it is possible, without modifying too much the dynamics 
of the field, to restrict the domain of variation of qJ to a circle of radius R. In 
other words, we may identify qJ with qJ + 21rR, thereby giving qJ the character of 
an angular variable. This brings the following two modifications to our previous 
analysis: First, the center-of-mass momentum 1ro can no longer take an arbitrary 
value: it must be an integer multiple of lIR, otherwise the vertex operator Va is no 
longer well-defined. Second, we may adopt the more general boundary condition 

qJ(X +L,t) == qJ(x,t) +2:rrmR (6.90) 

under which the field qJ winds m times as one circles once around the cylinder (m 
is the winding number of the field configuration). These two considerations lead 
naturally to the following modified mode expansion (cf. Eq. (6.52»: 

n 21rRm 
qJ(x, t) = qJo + gRL t + -L-x 

+ _1_· _ " .!. (a e21rik(x-t)/L _ a e'21rikVc+/)/L) 
J 41rg ~ k ~ k -k 

(6.91) 

If we express this expansion in terms of the complex coordinates Z and Z, we find 

qJ(Z,Z) = qJo - i (nI41rgR + .!.mR) lnz + ~ L -k1 akz-k 
2 ,,41rg k¢O 

·(/4 R 1 R)l- i "L-k -1 n 1rg --m nZ+--L..,-akZ-
2 J41rg k¢O k 

(6.92) 

The holomorphic derivative imp then has the expansion 

i&P(z) = (nI41rgR + .!.mR).!. + ~ Lakz-k-1 
2 Z ,,41rg k~O 

(6.93) 

The expression (6.69) for Lo and that of its antiholomorphic counterpart 
specialize to 

La = ?; a_nan + 21rg (41r:R + ~mR ) 2 

La = La-nan + 2Jrg (4: R - ~mR)2 
n>O g 

(6.94) 

Once exploded onto the plane, the winding configurations (m =1= 0) are vortices 
centered at the origin. This is strongly reminiscent of the classical XY spin model, 
in which similar configurations arise. It is then possible to define' an operator 
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creating such a configuration of vorticity m with momentum value n. Such an 
operator has conformal dimension 

( n 1 )2 
hn•m = 21rg 41rgR + 2mR (6.95) 

We shall come back to this matter in Chap. 10. At this point it suffices to say that 
the vacua (the highest weight states). now labeled In, m}, have conformal weight 
hn•m and are annihilated by all the an>o' 

§6.4. The Free Fermion 

In this section we proceed to an analysis similar to what was done in the preceding 
section, but this time for free fermions. 

6.4.1. Canonical Quantization on a Cylinder 

The free fermion has the action 

S = ~g J tflx\llt y°yl'8Jt \ll (6.96) 

This system was studied in Sect. 2.1.2 and Sect. 5.3.2. The holomorphic and 
antiholomorphic fields are the two components of the spinor \II = (t, t/i). We have 
found in Sect. 5.3.2 that the OPE between 1/t and itself is 

1 
1/t(z)1/t(w)"" -­

z-w 
(6.97) 

wherein the normalization g = 1I21r was chosen. This result was, of course, 
obtained on the plane, with the tacit assumption that the field 1/t was single-valued. 
We also found that the holomorphic energy-momentum tensor is 

1 
T(z) = - 2 : 1{t(z)81/t(z): (6.98) 

and that the central charge of this system is c = !, the fermion field 1/t having 
conformal dimension h = !. 

We work on a cylinder of circumference L, and write down the mode expansion 
of the fermion in terms of creation and annihilation operators, as was done in 
Sect. 2.1.2. With our choice of normalization, the mode expansion at a fixed time 
(t = 0) takes the form 

1/t(x) = fiii Ebk e21rikxlL 

VI: k 

wherein the operators bk obey the anticommutation relations 

{bk,bq } = 8k+q.o 

(6.99) 

(6.100) 
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We must distinguish between two types of boundary conditions: 

l/F(x + 2trL) == l/F(x) 

l/F(x + 21rL) == -l/F(x) 

Ramond(R) 

Neveu-Schwarz (NS) 

169 

(6.101) 

In the periodic case (R) the mode index k takes integer values, whereas in the 
antiperiodic case (NS) it takes half-integer values (k E Z + 4). Of course, the 
action is periodic whatever boundary condition we choose (R or NS). We are in 
the R (resp. NS) sector when the boundary conditions are of the Ramond (resp. 
Neveu-Schwarz) type. 

In the limit where the lattice spacing a goes to zero, the Hamiltonian of 
Sect. 2.1.2 reads 

H = LWkb-kbk +Eo 
bO 

(6.102) 

where Eo is some constant having the meaning of a vacuum energy. There is a 
similar Hamiltonian for the antiholomorphic component ..;i, and one must consider 
the sum of these two Hamiltonians in the complete theory. The time evolution of 
the mode operators in the Heisenberg picture is 

(6.103) 

The mode expansion of the time-dependent field l/F may then be written as 

l/F(x,t) = {iH Lbk e-21rkwIL 
VI: k 

(6.104) 

where we have introduced the complex coordinate w = (t' - ix), t' being the usual 
Euclidian time. 

In the R sector there exists a zero mode bo which does not enter the Hamiltonian 
and leads to a degeneracy of the vacuum: If we define a vacuum 10) annihilated by 
all the bk with k > 0, then the state bolO) is degenerate to 10), and is annihilated 
by the same bk • Because of the anticommutation relations (6.100), the zero-mode 
operator obeys the relation b~ = 4. 

6.4.2. Mapping onto the Plane 

The cylinder is mapped onto the plane by introducing the coordinate z = e 21rW1L • 

Since the field l/F has conformal dimension 4, it is affected by this mapping, in 
contrast with the free boson: according to Eq. (5.22) we have 

( dz)1I2 
l/F cyl. (w ) ---+ l/F cyl. (z) = dw l/F pI. (z) 

(6.105) 



170 6. The Operator Formalism 

On the plane the field has thus the following mode expansion: 

1/1(1.) = L b k Z-k-1I2 

k 

(6.106) 

In the Ramond sector, this coincides with the general mode expansion (6.7). The 
factor ..;z picked up in the transformation has interchanged the meanings of the 
two types of boundary conditions when 1. is taken around the origin: The NS 
condition now corresponds to a periodic field (k E Z + 4) and the R condition to 
an antiperiodic field (k E Z): 

1/I(e21riz) = -1/1(1.) 

1/I(e21ri 1.) = 1/1(1.) 

Ramond(R) 

Neveu-Schwarz (NS) 
(6.107) 

The field 1/1 is double-valued on the plane under Ramond conditions. This has 
consequences on the two-point function, which will be different from the NS two­
point function. We first calculate the two-point function in the NS sector from the 
mode expansion: 

(1/I(z)1/I(w» = L Z-k-1I2W -q-1/2(bkb q ) 

k,qeZ+1I2 

= L Z-k-1/2wk- 1I2 

keZ+1I2. k>O 

= z-w 

(6.108) 

This agrees with the OPE (6.97) and with the general relation (5.25). However, in 
the Ramond sector, the result is different: 

(1/I(z)1/I(w» = L Z-k-1/2w - q -1I2(bkb q ) 

k,qeZ 

1 00 
= __ + LZ-k-1I2wk-1/2 

2.../ZW k=l 

1 {I 00 (W)k} 
=.../ZW 2+t; Z 

1 z+w 
=----

2.../ZW z-w 

1 ..fiJW + ../w7i. 
= 

2 z-w 
(6.109) 

This result coincides with the previous one in the limit w -+- z. The two-point 
function picks up a sign when 1. or w is taken around the origin. Strictly speaking 
this correlator must be defined using Riemann sheets for the variables 1. and w. 
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From the above expression for the two-point function, we may easily show that 
the energy-momentum tensor has a nonzero vacuum expectation value on the plane, 
contrary to the NS case. We need to use the same normal-ordering prescription as 
for the boson: 

(T(z» = ! lim (-(l/f{z + e)al/f{z» + 12) 
2E~0 e 

(6.110) 

which leads to (T(z» = 0 in the NS sector, as is trivially verified. In the R sector, 
the same calculation yields 

1. (.Jz/W + .JWIZ) 1 (T(z» = --4 lIm aw + 2( )2 
w~z z-W Z-W 

(6.111) 
1 

= 
16z2 

6.4.3. Vacuum Energies 

We now find an expression for the conformal generators Ln in terms of the mode 
operators bk for the two types of boundary conditions on the plane. The expression 
(6.98) for the energy-momentum tensor leads to 

(6.112) 

From this, we extract the conformal generator 

(6.113) 

If we fix the constant to be added to Lo from the vacuum energy density (like we 
did for the boson), we find 

(6.114) 
(R:k E Z) 

We apply this result to the calculation of the vacuum energies on the cylin­
der. From Eq. (5.138), we see that the vacuum expectation values of the 
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energy-momentum tensor on the cylinder are 

{-~ (~r {T } = 
cyl. 2}4 (~r 

NS sector 

(6.115) 

R sector 

In general. the Hamiltonian on the cylinder may be written as in Eq. (6.88) or. 
equivalently. as 

(6.116) 

We have checked this explicitly for the boson in the last section. The added constant 
(cI12) ensures that the vacuum energy of the Hamiltonian vanishes in the L -+ 00 

limit in the NS sector. We could split the Hamiltonian into a contribution H R from 
the holomorphic modes plus a contribution H L from the antiholomorphic modes. 
with 

(6.117) 

From the above considerations. we see that the correct expressions for H R in terms 
of modes. in the two sectors.is indeed given by Eq. (6.102). which further confirms 
Eq. (6.116). with the following vacuum energies: 

{

I 
L -48 

27rEo = 1 
+24 

NS sector 
(6.118) 

R sector 

The similar result obtained for the boson field had the periodic and antiperiodic 
values interchanged. 

This result could have been obtained in a different way. using ~ -function reg­
ularization. We now explain how. The vacuum energy term may be thought of as 
the result of filling all the states in the Dirac sea (cf. Eq. (2.43»: 

H R = ~ {~~ Iklb _kbk } 

= 27r {! "L,kb_kbk - ! L,k} 
L 2k~ 2k~ 

(6.119) 

As such. Eo is formally infinite. However. it may be regularized by means of the 
generalized Riemann ~ -function: 

00 1 
cts,q) = "L, ( + n)s 

n=O q 
(6.120) 

The usual Riemann ~-function is ~(s) == ~(s, 1). The above series definition is 
valid provided Re s > 1 and q is not a negative integer or zero. However. this 
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function may be analytically continued to other regions of the 5 plane: its only 
singular point is 5 = 1. In particular, we have 

(n EN, n > 0) (6.121) 

where Bn (q) is the n-th Bernoulli polynomial, defined by the generating function 

teXt 00 [H 

~I == LBn(x), ' 
e n=O n. 

(6.122) 

and Bn(l) = Bn is the n-th Bernoulli number. The above expression for the 
vacuum energy may then be written as 

NS sector 
(6.123) 

R sector 

SinceB2(x) = x 2 -x + i, we findB2(~) = --12 andB2(1) = i, and the values 
(6.118) are recovered. 

§6.5. Normal Ordering 

Up to now, we have introduced normal-ordered products only for the very special 
class of free .fields. The characteristic property of a free field is that its OPE with 
itself (or various derivatives of this OPE) contains only one singular term, whose 
coefficient is a constant (cf. Eqs. (S.77), (6.97) and (S.108». The regularization of 
a product of two such fields can be done simply by subtracting the corresponding 
expectation value (cf. (S.80) and (S.98». In terms of modes, this is equivalent to 
the usual normal ordering in which the operators annihilating the vacuum are put 
at the rightmost positions. 

However, this is no longer true for fields that are not free in the above sense. 
For instance, we see what happens when trying to regularize T(z)T(w) by sub­
tracting (T(z)T(w)} from the product T(z)T(w) as z ~ w. This prescription will 
eliminate the most singular term, proportional to the central charge. However, the 
two subleading singularities in T(z)T(w) remain: The simple prescription used 
for free fields does not work in general. It is clear how this prescription should be 
generalized: Instead of subtracting only the vacuum expectation value, we should 
subtract all the singular tenns of the OPE. To distinguish this generalized definition 
of normal ordering from that used previously, we shall denote it by parentheses: 
The normal-ordered version of A(z)B(z) will be written (AB)(z). 

More explicitly, if the OPE of A and B is written as 

A(z)B(w) = ~ {AB}n (w) 
n~oo (z -w)n 

(6.124) 
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(N is some positive integer). then 

(AB)(w) = (AB}o(w) (6.125) 

Our definition of the contraction is generalized to include all the singular terms of 
the OPE: 

AWB(w) == t {AB}n (w) (6.126) 
n=l (z _w)n 

Hence the above expression (6.125) for (AB)(w) may be rewritten as 

(AB)(w) = lim [A(Z)B(W) - AWB(w)] (6.127) 
z-w 

and the OPE of A(z) with B(w) is expressed as 

r---1 

A(z)B(w) = A(z)B(w) + (A(z)B(w» (6.128) 

where (A(z)B(w» stands for the complete sequence of regular terms whose 
explicit forms can be extracted from the Taylor expansion of A(z) around w: 

'" (z - wi (nk ) (A(z)B(w» = ~ k! crAB (w) (6.129) 

The method of contour integration provides another useful representation of 
our newly introduced normal ordering: 

1 i dz (AB)(w) = -2. --A(z)B(w) 
m wZ-W 

(6.130) 

The equivalence of (6.130) with (6.125) is readily checked by substituting (6.124) 
into (6.130). 

Before translating this expression in terms of modes. a little digression is in 
order. Until now. all Laurent expansions for fields were made around the point 
z = 0 (cf. Eq. (6.7». But this point is not special. and it is possible to expand 
instead around an arbitrary point w as 

t/>(z) = 2:(z - w)-n-h4>n(w) 
neZ 

In particular. for the energy-momentum tensor, we have 

T(z) = L(z - w)-n-2L n(w) 
neZ 

or equivalently 

(6.131) 

(6.132) 

(6.133) 
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In this way, the OPE of T(z) with an arbitrary field A(w) can be written as 

T(z)A(w) = L(Z - w)-n-2(LnA)(w) 
neZ 

This defines the field (LnA). Comparing this with the expression 

T(z)A(w) = ... + tAA(W~ + tA(w\ + (TA)(w) 
z-w z-w 

w~ see that 

as expected, but also 

+ (z - w)(aTA)(w) + ... 

(LoA)(w) = hAA(w) 

(L_IA) (w) = M(w) 

(L_n_~) (w) = ~ (anTA) (w) 
n. 

In particular, when A is the identity field I, this reads 

(6.134) 

(6.135) 

(6.136) 

(6.137) 

(6.138) 

We now derive the mode version of (6.130). The contour integration in (6.130) 
is rearranged along two contours: 

i dZ i dz i dz --A(z)B(w) = --A(z)B(w) - --B(w)A(z) 
w z -w Izl>lwl Z -w Izl<lwl z-w 

(6.139) 
We consider the first term. Expanding the two fields around an intermediate point 
x such that Izl > Ixl > Iwl yields 

A(z) = L(z - x)-n-hAAn(x) 
n 

B(w) = L(w -x)-P-hBBp(x) 
p 

Writing z - w = Z - x - (w - x), with the expansion 

1 ~ (w-x)l 
Z -w = L...J (z -x)l+l 

I~O 

(6.140) 

(6.141) 
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we find 

1 i dz -. --A (z)B(w) 
2m Izl>lwl Z - w 

= -21 • J. dz L(w - Xi-p-hB(Z - x)-n-hA-I-1An(x)Bp(x) 
m r n,p 

l?!O 

= L (w -x)-n-p-hA-hBAn(x)BpCx) 
p 

n~-hA 

(6.142) 

The only singularity inside the contour is at Z = x, and only the pole contributes; 
hence I + n + hA = O. Since I :::: 0, it follows that n :5 -hA. For the second tenn, 
we proceed in a similar way. With the roles of w and z in (6.141) interchanged, it 
follows that 

1 i dz -. --B(w)A(z) 
2m Iwl>lzl Z - w 

= -21 . J. dz L(w _x)-l-l-p-hB(Z -xi-n-hABp(x)An(x) 
7Cl r n,p 

l?!O 

= L (w -x)-n-p-hA-hBBp(x)An(x). 
p 

n>-hA 

since I - n - h A = -1. Collecting these two results, we find 

(AB)m = L AnBm_n + L Bm_nAn 
n~-hA n>-hA 

wherein the modes (AB)n are defined by 

(6.143) 

(6.144) 

(6.145) 

Eq. (6.144) makes manifest the noncommutativity of the normal ordering: 

(AB)(z) =1= (BA)(z) (6.146) 

This generally differs from the usual normal ordering of modes denoted by : :, 
in which the operator with larger subindex is placed at the right. A reformulation 
of Wick's theorem for interacting fields is thus required. This is developed in 
App. 6.B. The normal order defined above is not associative: «AB)C) =1= (A(BC». 
Appendix 6.C explains how to go from one form to the other (i.e., how to calculate 
«AB)C) - (A(BC))). 
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6.6.1. Descendant Fields 
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Primary fields playa fundamental role in conformal field theory. The asymptotic 
state Ih} = Q>(O)IO} created by a primary field of conformal dimension h is the 
source of an infinite tower of descendant states of higher conformal dimensions (cf. 
Sect. 6.2.2). Under a conformal transformation, the state Ih} and its descendants 
transform among themselves. 

Each descendant state can be viewed as the result of the application on the 
vacuum of a descendant field. Consider, for instance, the descendant L_n Ih}: 

L_n Ih} = L_nt/>(O)IO} = ~ f dz zl-nT(z)t/>(O)IO} (6.147) 

Using the OPE (6.134) this is merely (L_nt/»(O)IO): descendant states may be 
obtained by applying on the vacuum the operators appearing in the regular part of 
the OPE of T(z) with t/>(O) (for a definition of the notation (L_nt/», see Sect. 6.5). 
The natural definition of the descendant field associated with the state L_n Ih} is 

t/>(-n)(w) == (L_nt/»(w) = 2~ t dz (z _ ~)n-l T(z)Q>(w) (6.148) 

These are the fields appearing in the OPE (6.134) ofT(z) with Q>(w). In particular, 

t/>(O)(w) = ht/>(w) and t/>(-I)(w) = (}tf>(w) (6.149) 

The physical properties of these fields (i.e., their correlation functions) may be 
derived from those of the "ancestor" primary field. Indeed, consider the correlator 

(6.150) 

where X = t/>1(W1)·· ·t/>N(WN) is an assembly of primary fields with conformal 
dimensions hi. This correlator may be calculated by substituting the definition 
(6.148) of the descendant, in which the contour circles W only, excluding the 
positions Wi of the other fields. The residue theorem may be applied by reversing 
the contour and summing the contributions from the poles at Wi' with the help of 
the OPE (5.41) ofT with primary fields: 

(t/>(-n)(w)X) = -21 . J. dz (z -w)l-n(T(z)Q>(w)X) 
mJ:., 

= -~ J. dz (z _w)l-n L {~aw;(Q>(w)X} 
2m ftw;} i Z Wi (6.151) 

h. } + (z - ~i)2 (t/>(w)X) 

== C_n(Q>(w)X) (n::: 1) 
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wherein we defined the differential operator 

.c =" { (n - l)hi _ 1 a} 
-n 7 (Wi - W)n (Wi - W)n-I Wi 

(6.152) 

We have thus reduced the evaluation of a correlator containing a descendant field 
to that of a correlator of primary fields, on which we must apply a differential 
operator .c_n. We note that .c_1 is in fact equivalent to CJlaw, since the operator 

(6.153) 

annihilates any correlator because of translation invariance. 
Of course, there are descendant fields more complicated than t/J( -n), correspond­

ing to the more general state (6.36). They may be defined recursively: 

t/J(-k.-n)(w) = (L_kL_nt/J)(w) 

= ~ t dz (z - W)I-kT(z)(L_nt/J)(w) 
(6.154) 

and so on. In particular, 

t/J(O.-n)(w) = (h + n)t/J(-n)(w) and t/J(-I.-n)(w) = CJwt/J(-n)(w) (6.155) 

These last two relations follow directly from the roles of Lo and L_I as generator 
of dilations and translations, respectively. 

It can be shown without difficulty that 

(.I.(-k" .... -kn)(W)X) = .c ... .c (.I.(w)X) 
'I" -k, -kn 'I" (6.156) 

that is, we simply need to apply the differential operators in succession. We may 
also consider correlators containing more than one descendant field, but at the end 
the result is the same: Correlation functions of descendant fields may be reduced 
to correlation functions of primary fields. 

6.6.2. Confonnal Families 

The set comprising a primary field t/J and all of its descendants is called a conformal 
family, and is sometimes denoted [t/J]. As indicated earlier, the members of a family 
transform amongst themselves under a conformal transformation. Equivalently, we 
can say that the OPE of T(z) with any member of the family will be composed 
solely of other members of the same family. 1 

t We should keep in mind that conformal fields have an antiholomorphic part as well as a holomorphic 
part. 'There will also be descendants of a field through the action of the antiholomorphic generators 
i_no 
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For instance, we calculate the OPE of T(z) with cp(-n). Eq. (6.134) implies 

T(z)cp(-n)(w) = :L:(z - wyc-2(L_kCP(-n»(w) 

k~O 
(6.157) 

+ :L: ( _ 1 )k+2 (LkCP(-n»(w) 
k>0 Z w 

The first sum contains more complex descendant fields, cp(-k.-n), of the same 
family. The second sum is made of the most singular terms, and may be calculated 
by considering the singular part of the OPE of T with itself: 

T(z)cp(-n)(w) = -21 . 1. dx ( 1) 1 T(z)T(x)cp(w) 
1ft rw x-w n-

'" _1_ 1. dx 1 {el2 + 2T(x) + aT(X)} cp(w) 
2m rw (x - w)n-l (z - X)4 (z - X)2 Z - X 

= cn(n2 - 1)112 cp(w) + 1. dx 1 f: rp(-l)(w) 
(z - w)n+2 rw (x - w)n-l 1=0 

x {2(X - wy-2 + (1- 2)(x - W)I-3} 
(z -X)2 z-x 

cn(n2 - 1)112 () ~ 2n -I (-l)() 
= (z - w)n+2 rp W + L- (z _ W)n+2-ICP W 

1=0 
(6.158) 

where we have used the identity 

1 1. dx F(w) (n + m - 2)! F(w) 
2m rw (x - w)n (z - x)m = (n - 1)!(m - 1)! (z - w)n+m-l 

(6.159) 

Again, the symbol'" means an equality modulo regular terms. Assembling all the 
terms and redefining the summation index in the last term, we finally write 

T(z)cp(-n)(w) = cn(n2 - 1)/12 cp(w) + ~ n + k rp(k-n)(w) 
(z - w)n+2 f;t (z - w)k+2 

(6.160) 
+ :L:(z - w)k-2cp(-k.-n)(w) 

k~O 

For instance, the OPE of T(z) with cp( -1) = arp is 

T( ) ~.I.I) 2hrp(w) (h + l}arp(w) a2rp(w) 
z """w '" (z _ W)3 + (z _ W)2 + z _ w (6.161) 

The descendants of a primary field are called secondary fields. Under a 
conformal mapping z -+ f(z), a secondary field A(z) transforms like 

df h' 

A(z)":" (dz) A(f{z» + extra terms (6.162) 
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where h' = h + n (n a positive integer) if A is a descendant of a primary field 
of dimension h. The extra terms translate into pole singularities of degree higher 
than two in the OPE of T(z) with A(w), as in Eq. (6.160). 

6.6.3. The Operator Algebra 

The main object of a field theory is the calculation of correlation functions, which 
are the physically measurable quantities. Conformal invariance helps us in this task: 
We have seen how the coordinate dependence of two- and three-point functions 
of primary fields is fixed by global conformal invariance (cf. Eqs. (5.25) and 
(5.26». Unfortunately, confoimal invariance does not tell us everything, and some 
dynamical input is necessary to calculate the three-point function coefficient Ciik • 

Indeed, the information needed in order to write down all correlation functions, 
and hence solve the theory, is the so-called operator algebra: The complete OPE 
(including all regular terms) of all primary fields with each other. Indeed, applying 
this OPE within a correlation function allows for a reduction of the number of 
points, down to two-point functions, which are known. The goal of this section is 
to spell out the form of this operator algebra and to indicate which of its elements 
are fixed by conformal invariance, and which are not. 

We must first discuss the normalization of fields, that is, the two-point function 
coefficients C12• We know that the two-point function vanishes if the conformal 
dimensions of the two fields are different. If the conformal dimensions are the 
same for a finite set of primary fields tPa , the correlators are 

C 
(tPa(w,w)tPp(z,z)} = ap _ 

(w - z)2h(w - z)2h 
(6.163) 

Since the coefficients Cap are symmetric, we are free to choose a basis of primary 
fields such that Cap = /jap; it is a simple matter of normalization. We shall adopt 
this convention in the remainder of this work, unless otherwise indicated. Thus, 
conformal families associated with different tPa's are orthogonal in the sense of 
the two-point function. Of course, the same is true of the corresponding Verma 
modules: By a suitable global conformal transformation, we can always bring the 
points w and z of a correlator to w = 00 and Z = ° respectively. The fields are then 
asymptotic and the two-point function becomes a bilinear product on the Hilbert 
space: 

lim w 2hw 2h (tP(w, w)tP'(O, O)} = (hlh'}(hlh') 
w,w ...... oo 

(6.164) 

The orthogonality of the highest weight states implies the orthogonality of all 
the descendants of the two fields (i.e., the orthogonality of the Verma modules 
associated with the two fields). 

Invariance under scaling transformations clearly requires the operator algebra 
to have the following form: 

tPI(Z,Z)tP2(O,O) = L L c:~k.k}z"p-hl-h2+Kzhp-izl-iz2+KtP~k.ic}(O,O) (6.165) 

P {k.k} 
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where K = Li ki and i<. = Li ki; the expression {k} means a collection of indices 
ki • 

We take the forrelator of this relation with a third primary field tPr(w, w) of 
dimensions hr, hr. Sending W --+- 00, we have, on the l.h.s., 

(tPr ltPl(Z,z)ltP2) = Um w 2h'w2ii,(tPr (W,W)tPl(Z,Z)tP2(0,0» 
w,w~oo 

(6.166) 

The last equality is obtained simply by applying the limit w--+-oo in the general 
formula (5.26) for the three-point function. On the OPE side, the only contributing 
term isp{k,k} = r{O,O}, because of the orthogonality of the Verma modules. We 
conclude that 

"pIO,O} "p 
"':12 == V12 = Cp12 (6.167) 

In other words, the most singular term of the operator algebra is the coefficient 
of the three-point function. The normalization adopted for two-point functions 
eliminates the distinction between "covariant" and "contravariant" indices. Since 
the correlations of descendants are built on the correlation of primaries, we expect 

the coefficients c:t.k} to have the following form: 

C'?lk.k} _ C'? d'lk} l'JPlk} 
12 - 12P12 P12 (6.168) 

This simply means that the descendant fields can be correlated to a third field 
only if the primary itself is correlated, with the holomorphic and antiholomowhic 
parts factorized. By convention we set {fijIO} = 1. The other coefficients {fijlk are 
determined (as functions of the central charge c and of the conformal dimensions) 
by the requirement that both sides ofEq. (6.165) behave identically upon conformal 
transformations. 

We shall illustrate this statement in the simple case hI = h2 = h. When 
applying Eq. (6.165) on the vacuum, we find 

tPl (z, z)lh, h) = L CpI2i"r2htp-2iirp(z)ip(z)lhp, hp) 
p 

wherein we have defined the operator 

rp(z) = L ZK fI:~k} L_k, •.• L-kN 

{k} 

and similarly for ip(z). On the holomorphic sector we define the state 

Iz,hp) == rp(z)lhp) 

which is therefore expressible as a power series: 

00 

Iz,hp} = EzHIN,hp} 
N=O 

(6.169) 

(6.170) 

(6.171) 

(6.172) 
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The state IN, hp} is a descendant state at level N in the Verma module V(hp): 

LoIN,hp} = (hp + N)IN,hp) (6.173) 

(we use the notation 10,hp) = Ihp». We now apply the operator Ln on both sides 
ofEq. (6.169). Acting on the l.h.s., Ln yields 

L nrf>I(Z,z)lh,h} = [Ln,rf>I(Z,z)]lh,h} 

= (zn+laz + (n + I)h) rf>1(z,z)lh,h} 

Applying this relation on the r.h.s. ofEq. (6.169), we find 

L CpI2fzp-1Jzz!rp-2izLnlz,hp}lz,hp} = 
p 

(6.174) 

L CpI2z"P-1JzZhp-2iz [(hp + h(n - I)zn + zn+l at] Iz, hp>lz, hp) 
p 

Substituting the power series (6.172), we finally obtain 

Ln IN + n, hp} = (hp + (n - I)h + N)IN, hp) (6.175) 

This relation, together with the Vrrasoro algebra, allows the recursive calculation 
of all the IN, hp}, and hence of all the tJ:~k}. 

We now calculate explicitly the lowest coefficients. First, we know that 

11,hp} = tJ:~I}L_llhp} 
since the r.h.s. is the only state at level 1. Operating with Ll and applying the 
relation (6.175), we obtain 

L111,hp} = hplhp} = tJ:~I}LIL_tlhp) (6.176) 

Since LIL_tlhp) = [Ll'L_dlhp} = 2hplhp), we find 

At level 2, we have 

tJ:1l} - ! 
12 - 2 

12,hp} = t1:~1.1}L:'llhp} + tJ:~2}L_2Ihp} 

(6.177) 

(6.178) 

We operate on this equation with Ll and, separately, with L 2, applying Eq. (6.175). 
We need the following relations from the Vrrasoro algebra: 

L 1L:'1 = L:'1L 1 + 4L_IL O - 2L_2 

LIL_2 = L_2Ll + 3L_1 

~L:l = L:l~ + 6L_1L 1 + 6Lo (6.179) 

1 
~L_2 = L_2L2 + 4Lo + 2c 

and we end up with the following matrix equation: 

( 2(2hp + I) 3 ) (tJ:~:;:}) ~. (~(hp + I)) 
6hp ~c + 4hp tJ:2 - hp + h 

(6.180) 
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whose solution is 

tl:11•1} _ c - I1h - 4hp + chp + 8h; 
12 - 4(c - IOhp + 2chp + 16h~) 

tl:12} _ 1h - hp + 4hhp + h; 
12 - c -lOh +2ch + 16h2 

p P P 

(6.181) 

At a given level N there are peN) coefficients tJ:~k} to be found, and accordingly 
we need peN) equations for these coefficients. These equations are obtained by 
considering the peN) ways to bring IN,hp) to level 0 with help of the Vrrasoro 
operators Ln (n > 0). 

In short, we have illustrated how the complete operator algebra of primary 
fields may be obtained from conformal symmetry, the only necessary ingredients 
being the central charge c, the conformal dimensions of the primary fields, and 
the three-point function coefficient Cpnm • In principle, any n-point function can 
be calculated from this operator algebra by successive reduction of tJ:1e products of 
primary fields. The correlators of descendant fields thus obtained can be expressed 
in terms of primary field correlators, and so on. Hence, the theory is then solved, by 
definition! Of course, the coefficients Cpnm must be obtained from another source, 
for instance through the conformal bootstrap (see below). 

6.6.4. Conformal Blocks 

In the last subsection we have mentioned that four-point functions can be reduced 
to three-point functions with the help of the operator algebra (6.165). Here we 
shall make this point more explicit, and find which part of a four-point function is 
fixed by conformal invariance and which is not. 

We consider the generic four-point function 

(6.182) 

We have seen that such a function depends continuously on the anharmonic ratios 

(6.183) 

Since these ratios are invariant under global transformations, we shall perform 
such a transformation in order to set Z4 = 0, Zt = 00, and Z2 = 1; then Z3 = x and 
the above correlation function may be related to a matrix element between two 
asymptotic states of a two-field product 

lim z~· z~· ~"'1 (Zt' ZI )"'2(1, 1)t/J3(x,i)"'4(0, O)} = G~l(x,i) 
z.,z.-+oo 

wherein we have defined the function 
21 - - --

G34(X,X) = (hl'htl"'2(1, 1)"'3(x,x)lh4,h4) (6.184) 

(the order in which the indices of G appear is important). 
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We now use the operator algebra to reduce the products within the four-point 
function. We write the operator algebra as 

tfJ3(X,X)tfJ4(0,0) = E C;4.xhp-h3-h4xhp-ii3-ii4\11p(x,xI0, 0) 
p 

wherein 

\IIp(x,xIO,O) = Eti;!klll;!iclxKxKtfJ~kicl(O,o) (K = Eki ) 

(kicl 

The function G~l may then be written as 

(6.185) 

G~l(x,x) = E C;4C{2A~l(Plx,x) (6.186) 
p 

where we have introduced the function 

All(plx,x) = (C{2)-I.xhp-h3-h4xhp-ii3-ii4{hl'htltfJ2(1, l)\IIp(x,xIO, 0)10) 

We have merely rewritten the four-point function as a sum over intermediate con­
formal families, labeled by the index p. The analogy with the diagrammatic ap­
proach to perturbation theory is clear: The intermediate conformal families corre­
spond to the different intermediate states formed during the scattering of the two 
fields from (O,x) toward (1, (0). We could therefore represent A~l(Plx,x) by a 
tree diagram with four legs (see Fig. 6.3). In the same spirit, we may refer to these 
functions as partial waves. 

k (0) l (1) 

A~ (plx,x) = p 

j (x) i (00) 

Figure 6.3. Partial wave in diagrammatic language. The same diagram is often used to 
represent only the holomorphic (or antiholomorphic) part of the partial wave, the conformal 
block !1i!(Plx). 

It is clear from its definition that the partial wave factorizes into a holomorphic 
and an antiholomorphic part: 

A~l(Plx,x) = 9"~l(Plx)9:"ll(Plx) 

where 

9"~l(Plx) = .xhp-h3-h4 E ti;!k1xK (hlltfJ2(1)L_k, ... L-kN Ihp) 
{kl (h 1ItfJ2(1)lhp) 

(6.187) 
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The denominator is simply equal to (CiI)1I2. The functions defined in Eq. (6.187) 
are called conformal blocks. They can be calculated simply from the knowledge 
of the conformal dimensions and the central charge. by commuting the Vrrasoro 
generators over the field <1>2(1) one after the other. The field normalizations and 
coefficients ~n drop out of the conformal block at the end of this process. Going 
back to the partial wave decomposition (6.186). we see that the conformal blocks 
represent the element in four-point functions that can be determined from confor­
mal invariance. They depend on the anharmonic ratios through a series expansion. 
The remaining elements are the three-point function coefficients C:2 and C';4' 
which are not fixed by conformal invariance. Therefore. the four-point function 
(6.184) is expressed as 

G~l(x,x) = L c;4C:2 !f~l(plx)§:'~!(Plx) (6.188) 
p 

An explicit expression for the conformal blocks is not known in general. Al­
though the formula (6.187) may be applied in principle. its use becomes rapidly 
tedious. One may write the conformal block as a power series in x: 

00 

!f~!(Plx) = ~P-h3-h4 L !fKxK (6.189) 
K=O 

where the coefficient!fK depends on the conformal dimensions hi (i = 1, ... ,4) 
and hp • The normalization fixes!fo = 1. The next two coefficients may be obtained 
by blindly applying the definition (6.187): 

!fl = (hp +h2 -h~hp +h3 -h4 ) (6.190) 
p 

6.6.5. Crossing Symmetry and the Conformal Bootstrap 

In defining the function G~l(x,x). we have chosen a specific order for the four 
fields <1>1-4 within the correlator. But the ordering of fields within correlators does 
not matter (except for signs when dealing with fermions); we could have proceeded 
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otherwise. for instance by sending Z2 to 0 and Z4 to 1. Then Z3 = 1 - x and we 
obtain the identity 

G~!(x,x) = G~~(1 - x, 1 - x) 

We could also interchange ~1 and ~4 and obtain 

These conditions on the function G~l are manifestations of crossing symmetry. 
We write the first of these relations in terms of conformal blocks: 

'"' _ _ 21 - 21 - '"' r4 r4 ...41 .:0.41 -L.." l..21l..34 9'"34(Plx)9'"3iplx) = L.." l..41l..32 ;7j2(qll - X);7j2(qll - x) (6.192) 
p q 

This relation is represented graphically on Fig. 6.4. Assuming that the conformal 
blocks are known for arbitrary values of the conformal dimensions, the above 
expresses a set of constraints that could determine the coefficients ~n and the 
conformal dimensions hp • Indeed, if we assume the presence of N conformal fam­
ilies in the theory. the above relation yields, through naive counting, N 4 constraints 
on the N3 + N parameters ~n and hn • This program of calculating the correlation 
functions simply by assuming crossing symmetry is known as the bootstrap ap­
proach. There is no proof that Eq. (6.192) can indeed determine the parameters of 
the theory in the general case, but there are special cases (the minimal models) in 
which the bootstrap equations can be solved completely. The bootstrap hypothesis 
(6.192) is the sole "dynamical input" required to completely solve the theory, once 
the explicit form of the conformal blocks has been determined from conformal 
invariance. The crossing symmetry constraint (6.192) is quite natural from the 
point of view of the operator algebra-rather like the Jacobi identity for Lie alge­
bras or Poisson brackets-and does not constitute a narrow condition excluding 
interesting theories. 

n 

k 

m k 

Figure 6.4. Crossing symmetry in diagrammatic language. 
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Appendix 6.A. Vertex and Coherent States 

In this appendix we demonstrate the following formula for the vacuum expectation 
value of products of n vertex operators involving a single harmonic oscillator: 

n 

(:t!'1 ::t!'2: ... :t!'n:) = exp L{AiAj) 
i<j 

(6.193) 

where Ai = cxia + Pia t is a linear combination of creation and annihilation 
operators. 

We first define the harmonic oscillator coherent state 

Iz) == ezat 10) 

It is simple to show that Iz) is an eigenstate of a: 

alz) = zlz) or f{a)lz) = f{z)lz) 

Indeed, the Hausdorff relation 

1 
e-ABtI' = B + [B,A] + "2 [[B,A],A] + ... 

applied to A = za t and B = a yields 

[a,ezat ] = zezat 

(6.194) 

(6.195) 

(6.196) 

(6.197) 

from which Eq. (6.195) follows. If [E,A] is a constant, which is true here, the 
Hausdorff relation also implies that 

tfJtI' = tl'tfJeIB.AJ (6.198) 

This, applied to our problem, yields 

(6.199) 

Within a vertex operator Ai' the normal-ordered product reads 

(6.200) 

In calculating the normal-ordered product of a string: eA1 : ••• : eAn : of vertex 
operators, we want to bring all the annihilation operators to the right. For instance, 
it follows from Eq. (6.199) that 

(6.201) 

Since [eaia ,eaja ] = 0, this implies 

eaia :t!'i+l: ... :t!'n :=:tI'i+l: ... :tI'n: eaiaeai(!J;+I+Pi+2+··+fJn) (6.202) 

Applying this in succession from i = 1 to i = n - 1, we find 
n 

:t!'1 ::t!'2: ... :t!'n:= e(PI+···+fJn)ate(al+··+an)a exp LcxiPi (6.203) 
i<j 
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n 
• _AI •• -A2 • •••• -An ._. _AI+···+An • exp ""(A A) .1:"- •• 1:"- • .1:"- .-.1:"- • L..J i j (6.204) 

i<j 

From the vacuum expectation value of this expression follows the relation (6.193). 

Appendix 6.B. The Generalized Wick Theorem 

In this appendix we reformulate Wick's theorem for interacting fields, using the 
generalization of the concept of normal ordering explained in Sect. 6.5. We are 
not interested in the most general form of Wick's theorem, which gives the rela­
tion between the time-ordered (or radial-ordered) product and the normal-ordered 
product of free fields, illustrated in Eq. (2.109). Such a relation cannot be gen­
eralized to interacting fields. Rather, we wish to generalize a specialized form of 
Wick's theorem for the contraction of a field with a normal-ordered product. For 
free (commuting) fields, this is 

(6.205) 

The suitable generalization of this relation to interacting fields is 

I IIi dx {r--l r---1 } 
A (z)(BC)( w) = 2m fw x _ w A (z)B(x )C(w) + B(x) A (z)C( w) (6.206) 

In order to demonstrate this relation, one must show that the contractions on the 
r.h.s. extract all the singular terms of the integral as z -+ w. But these singular 
terms can only come from the OPE of A(z) with B and C separately (the integral 
amounts to a point-splitting procedure). We rewrite this expression as 

_1 f ~ {I: {AB}n(x)C(w) + I: B(X){AC}n(W)} 
2m x - W n>O (z - x)n n>O (z - w)n 

(6.207) 

From this expression it is manifest that all the inverse powers of (z -w) and (z - x) 
in the integrand yield inverse powers of (z - w) after integration. Conversely, 
nonnegative powers of (z - w) and (z - x) in the integrand, if added, would not 
contribute to inverse powers of (Z - w) after integration. Thus the modified Wick 
rule (6.206) is correct. It is straightforward to check that the rule (6.206), applied 
to a free boson ffJ,leads to the same result as the usual Wick theorem. For instance, 

&P(z)(qxp)(w) = 2rp(w) 
z-w 

(6.208) 

The subtlety with formula (6.206) applied to interacting fields is that one is left 
with full OPEs after one contraction. This is important since the first regular term 
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of the various OPEs always contributes. To see this, we consider the first term on 
the r.h.s. ofEq. (6.206). Writing the OPE of {AB}n(x) with C(w) as 

{AB}n(x)C(w) '" ~)x - w)-men.m)(w) (6.209) 
m 

(no restriction on m), the first term on the r.h.s. of Eq. (6.206) becomes 

= L Lpn.m)(w)(n +m -l)!(z _w)-n-m 
n>O m~O (n - l)!m! 

(6.210) 

(we have used Eq. (6.159» and the term m = 0 indeed contributes. On the other 
hand, it is simple to see that only the first regular term contributes to the second 
term on the r.h.s.ofEq. (6.206). Indeed, since the OPEB(x){AC}n(w) is expressed 
in terms of fields evaluated at w, only the pole at x = w contributes. 

The main steps of an illustrative application of the Wick rule (6.206) on the 
energy-momentum tensor follow: 

TW(T n(w) = 2~ t x ~ z {TWT(X)T(W) + T(x) iWT(w)} 

= _1 J ~ {[ el2 + 2T(x) + aT(X)] T(w) 
27ri.1'w x -w (z -X)4 (z -x)2 (z -x) 

+ T(x) [ el2 + 2T(w) + -:-al1_(_w--:-) ]} 
(z - W)4 (z - W)2 (z - w) 

(6.211) 

To proceed we need 

-2c 411(w) 1JT(w) 
aT(x)T(w) = ( )5 - ( )3 - ( )2 + (aTT)(w) + ... (6.212) 

x-w x-w x-w 

which is obtained by differentiating the OPE T(x )T(w) with respect tox. The OPE 
11(x)aT(w) is obtained in the same way. Substituting in Eq. (6.211) the required 
OPEs, and using Eq. (6.159), we find that 

T(z)(TT)(w) "" 3c + (8 +e)11(w) + 3aT(w) 
(z - W)6 (z - W)4 (z - W)3 

4(TT)(w) a(TT)(w) 
+ (z -W)2 + (z -w) 

(6.213) 

Finally, if we want to calculate (BC)(z)A(w), we should first evaluate 
A(z)(BC)(w), then interchange w ~ z, and finally Taylor expand the fields eval­
uated at z around the point w . For instance, from Eq. (6.213) it is simple to 
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derive 

(TT)(z)T(w) '" 3c + (8 + c)T(w) + (5 + c)aT(w) + 4(17)(w») 
(Z-W)6 (Z-W)4 (Z-WP (Z-w)2 

(I +c/2)a2T(w) (c - 1)eJ3T(w) 3a(1T)(w) 
+ (z - W)2 + 6(z - w) + -(~Z---w-:)-'­

(6.214) 

Appendix 6.C. A Rearrangement Lemma 
We often encounter composite operators involving more than two operators, for 
instance (A(BC»(z). This notation means that the product of Band C must be first 
normal ordered and, in a second step, the product of A with the composite (BC) 
must be normal ordered. This prescription, wherein operators are normal ordered 
successively from right to left, will be our standard choice. It will be referred to 
as right-nested normal ordering. The necessity of a well-defined prescription is 
forced by the absence of associativity, 

(A(BC»(z) #= «AB)C)(z) (6.215) 

which is readily seen from the mode expansions of the two sides of this equation 
(see also the end of this appendix). Using the contour representation 

(A(BC»(z) = (2 1.)2 f dy f ~A(y)B(x)C(z) 
m. y-z x-z 

(6.216) 

we find that 

(6.217) 

or, equivalently, 

(6.218) 

This correspondence with mode monomials illustrates neatly the naturalness of 
the chosen prescription. 

We now derive some technical results used to compare multi-component com­
posite operators with different ordering of the terms or different normal ordering 
prescriptions. 

The first case to be considered is the relation between (A(BC» and (B(AC». 
Using the mode monomial representation, we write 

(A(BC»(z) - (B(AC»(z) = [A_h,4,B_hB ] C_h/(z) 

= «[A,B])C)(z) 
(6.219) 

This result can also be verified directly at the level of modes as follows. With 
the OPE A(z)B(w) given by (6.124), that of B(z)A(w) follows by interchanging 
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z andw: 

B(z)A(w) = ~(- I)n {AB}n(Z) 
L...J (Z -w)n 

n 
(6.220) 

where the second equality is obtained by Taylor expanding {AB}n (z). The normal­
ordered product (BA) is the sum of all terms with n = m, that is 

~ (_1)n 
(BA)(w) = L...J -,-an{AB}n(w) 

n;::O n. 
(6.221) 

This leads to 

(_1)n+l 
([A,BD = L ,an{AB}n(w) 

n>O n. 
(6.222) 

Hence, field-dependent singular terms contribute to the normal-ordered commu­
tator while {ABlo cancels out. In particular, this means that the commutation of 
two free fields vanishes. For instance, for a free boson rp, one has 

(6.223) 

By use of 

(6.224) 

in which we substitute back the expression (6.130) for the modes of (BC) in terms 
of those of B and C, one checks directly that 

(A(BC»n - (B(AC»n = ({[A, B))C)n (6.225) 

The second case is that of a composite of four operators, normal ordered two 
by two: We wish to relate «AB)(CD» to (A(B(CD))). One simply treats (CD) as 
a single operator, say E, and proceeds as follows: 

«AB)E) = (E(AB» + ([(AB),E]) 

= (A(EB» + «[E,ADB) + ([(AB),E)) (6.226) 

= (A (BE» + (A([E,B])) + «[E,ADB] + ([(AB),E]). 

Replacing E by (CD) gives the desired result. The difference «AB)E) - (A(BE» 
gives the explicit expression for the violation of associativity: 

«AB)E) - (A(BE» = (A([E,B])) + «[E,A))B) + ([(AB),E]) (6.227) 
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Appendix 6.D. Summary of Important Formulas 

OPE of the energy-momentum tensor with a primary field ~: 

h 1 
T(z)~(w) '" ( )24>(w) + --aq,(w) 

z-w z-w 
(6.228) 

OPE of the energy-momentum tensor with itself: 

T(z)T(w) '" el2 + 2T(w) + aT(w) 
(z - W)4 (z - W)2 (z - w) 

(6.229) 

Normal ordering: 

1 f dz (AB)(w) = -2. --A(z)B(w) 
m z-w 

(6.230) 

With this new normal-ordering convention. we rewrite some formulae related 
to free-field representations for which we make a standard choice of coupling 
constants. 
Free boson (g = 1I41r, e = 1): 

qJ(z)qJ{w) '" -In(z - w) (6.231) 

(6.232) 

Vertex operators are always assumed to be normal ordered and for these the 
parentheses are usually omitted. With Va = eiaq>. we have 

Va(z,z)Vlw,w) '" Iz -wl2aIlVa+lw,w) +... (6.233) 

The conformal dimension of Va is a212. 
Free real fermion (g = 1I21J', e = 4): 

1 
1/t(z)1/t(w) '" -­

z-w 

1 
T(z) = - 2. (1/ta1/t )(z) 

Free complex fermion (e = 1): 

1/tt(z)Vt(w) '" _1_ Vt(z)1/t(w) '" 1/tt(z)1/tt(w) '" 0 
z-w 

(6.234) 

(6.235) 

(6.236) 

(6.237) 

Ghost system: The two ghosts band c are either both anticommuting (E = 1) or 
both commuting (E = -1) and have the OPE 

c(z)b(w) '" _1_ b(z)C(w) '" _E_ (6.238) 
z-w z-w 
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The energy-momentum tensor is 

T(z) = (1- A)(abc)(z) - A(bac)(z) (6.239) 

with central charge 

c = -2e(6A2 - 6A + 1). (6.240) 

The dimensions of b(z) and c(z) are respectively A and I-A. In Sect. 5.3 we have 
treated the case e = I, A = 0, giving c = -2. On the other hand, when e = I and 
A = 4, we recover the above free complex fermion theory. 
Mode expansions: 

tP(z) = I>-n-htPn 
neZ 

Virasoro algebra and mode commutation relations: 

c 2 
[Ln,Lml = (n - m)Ln+m + 12n(n -1)c5n+m 

Exercises 

6.1 Given a primary field q,(w), demonstrate the following: 

[L,,(z),q,(w)] = hen + l)(w - z)nq,(w) + (w - z)n+laq,(w) 

6.2 Find the mode commutation relations for a free real fermion, and for the simple ghost 
system. 

6.3 Demonstrate the identity (6.159). 

6.4 Partition numbers 
Show that the number pen) of partitions of a nonnegative integer n ~ 0 into a sum of 
nonnegative integers is generated by 

Find the generating function for the number s(n) of strictly ordered partitions of a nonneg­
ative integer n into strictly positive integers (we set 5(0) = 1). Prove that s(n) is equal to 
the number of partitions of n into positive odd integers. 
Hint: Prove and use the identity nn~ 1 (1 - q2n-I)(1 + qn) = 1. 

6.5 Conformal blocks 
Demonstrate the relation (6.190) for the coefficient:71 appearing in the power series ex­
pansion of the conformal block. If successful, demonstrate the relation (6.191) for the next 
coefficient (:72). 

6.6 Complete the details of the derivation ofEq. (6.219) in terms of modes. 
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6.7 Contraction o/two exponentials 
Let A and B be two free fields whose contraction (with themselves and with each other) are 
c-numbers. 

a) Show by recursion that 

r---. r---l 

A(z) : Bn(w) := nA(z)B(w) : an-I(w) : 

and therefore 

,---, r---l 

A(z): eB(w) = A(z)B(w): ~(w) : 

As usual.: ... : denotes normal ordering for free fields. 

b) By counting correctly multiple contractions. show that 

eA~(Z) = L ~! , (m) (n) [~(w)t: Am-k(w)an-k(w): 
Jc m.n. k k 

m,n 

=exp{~(w)} :~(w)~(w): 
And deduce from this the OPE (6.65) of two vertex operators. 

6.8 Calculate ([T, (1T))). first using Eq. (6.222) and the OPE T(z)(1T)(w) given in 
Eq. (6.213). and then directly in terms of modes. from the equality 

[T, (1T)] = [L2, (IT)-4] 

(1T)-4 = 2 LL_I-3LI-1 +L-2L_2 
Ii!!O 

which follows from Eq. (6.213). 

6.9 Rearrangement lemma/or free /ermions 

a) Rearrange the product of real fermions 

whose OPE reads 
& .. 

.,/Ii(Z)l/Ii(w) ...... -( '1 ) 
z-w 

in a normal ordering nested toward the right. Before using Eq. (6.226). reconsider the relative 
signs of the different terms when fermions are present. 

b) Same as part (a) for the product of complex free fermions: 

with OPE 

« l/I I l/Ii)( l/I Z l/II » 
& .. 

l/I;(z)'lrt(w) '" _'/-
I z-w 

l/I;(Z)l/Ii(w) '" 0 

I) .. 
l/II(z)l/Ii(w) '" _'/­

z-w 

l/II(z)l/I:(w) '" 0 
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6.10 The quantum Korteweg-de Vries equation 
Let us introduce an equation of evolution in time for the energy-momentum tensor through 
the canonical equation of motion 

B,T = -[H,T] , H = 2~ f dw (m(w) 

a) Using the OPE (6.213), check that the resulting evolution equation is 

1 
B,T = 6(1 - c);PT - 3a(TI) (6.241) 

This is called the quantum Korteweg-de Vries (KdV) equation since in the classical limit 
c -+ _00,2 the substitution T = cu(z, t)/6 and a rescaling of the time variable transforms 
it into the standard KdV equation: 

B,u = ;Pu + 6uBu (6.242) 

b) The quantum KdV equation Oike its classical counterpart) is a completely integrable 
system in the sense that it has an infinite number of conserved integrals Hn 

B,Hn =0 

(whose densities are polynomial derivatives in T), all commuting with each other. Each 
of these conserved integrals has a definite spin. The spin of these charges is always odd, 
and there is one charge for each odd value of the spin. To illustrate this statement, check 
that there can be no nontrivial conserved integral of spin 2 and 4. A conserved integral is 
nontrivial if its density is not a total derivative. 

c) Show that the first nontrivial conservation law is 

Hs = fdw [(T(TI) - (c + 2) (arm] 
12 

(6.243) 

(The subindex indicates the spin of the integral.) To obtain this result, proceed as follows. At 
first, argue that the above two terms in Hs are the only possible ones, up to total derivatives. 
H s is thus necessarily of the form 

Hs = f dw [(T(TI) + a(BTBn] (6.244) 

where a is a free parameter to be determined. It is uniquely fixed by requiring B,H s = O. 
Explicitly, in the expression for B,H s replace B,T by the r.h.s. of the quantum KdV equation, 
drop total derivatives and cancel the remaining terms by an appropriate choice of a. 
d) The conservation of H s can also be established independently of the equation of motion, 
by proving directly the commutativity of H s with the defining Hamiltonian H. For this 
calculation, the following two intermediate results must first be derived: 

T(z)(T(TI)(w) '" 24c + (48 + 9c) T(w) + 15 iJT(w) 
(z -W)8 (z -W)6 (z -w)S 

+ (24 + ~c) (TI)(w) + ~ a(TI)(w) + l ;PT(w) (6.245) 
(z -W)4 (z -W)3 (z -W)3 

+ 6 (T(TI)(w) + a(T(TI)(w) 
(z -w)2 (z -w) 

2 1be classical limit corresponds to c ... ±oo, but -00 can be obtained, by a limit process, from the 
minimal models to be introduced in the following chapter. 
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and 

T(z)(aTaT)(w) '" 18c + 28 T(w) + (4c + 18) aT(w) 
(Z-W)8 (Z-W)6 (Z-w)S 

5 i)2T(w) 4 a(TT)(w) 6 (aTaT)(w) 
+ (z -w)S + (z -w)3 + (z -W)2 

a(aTaT)(w) 
+ (z-w) 

(6.246) 

In these expressions, interchange Z and w and then use Eq. (6.206) to calculate the 
commutator. 

6.11 The quantum Korteweg-de Vries equation at c = -2 

a) Verify that for the central charge c = - 2, T can be represented by the bilinear 

T = (~'I/I) 

where ~ and '1/1 are both fermions of spin 1 with OPE 

-1 1 
~(z)'I/f(w) = (z _ W)2 'I/I(z)~w) = (z _ W)2 

This is, of course, nothing but a ghost representation (cf. App. 6.D), with c = '1/1 and ail = ~ 
and E = 1 (i.e., these are anticommuting fields). 

b) Using the rearrangement lemma (6.226), show that 

(TT)(z) = !(~"'I/I + ~'I/I")(z) 
2 

where a prime stands for a derivative with respect to the complex coordinate. 

c) In terms of these variables and the quantum KdV Hamiltonian 

H = 2~ f dw (TT)(w) = 4~ f dw (~"'I/I + ~'I/I")(w) 
derive the evolution equations 

a,fJ = -[H, fJ] = -til" a,'I/I = -[H, '1/1] = -l/I" 
Use these equations to recover the evolution equation of T. 

d) Prove that an infinite set of conserved quantities for this system of equations is 

Hk+1 = f dz(~(k)'I/I)(Z) with a,Hk+1 = 0 

where ~(k) = ~fJ. 

e) Verify the mutual commutativity of these charges. 

f) Argue that for k odd these conserved integrals cannot be expressed in terms of T. For k 
even this can be done as follows: 

where the notation (Tn) means a nesting of the normal ordering toward the left: 

(Tn) = ( ... «(TT)T)T) ... T) (n factors) 
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The exact expression for (Tn) is 

(Tn) = ; (q,(2n-2)1/I + q,V,<2n-2») 

+-
g) In preparation for establishing the above result for (rn), check the following necessary 
normal-ordered commutators 

([(q,(m) 1/1), 1/1]) = ~ ~: 1/I(m+2) 

([(q,(m) 1/1), q,]) = !q,(m+2) 
2 

([(q,1/I(m», q,]) = ~ ~: q,(m+2) 

([(q,1/I(m», 1/1]) = ! 1/I(m+2) 
2 

h) Prove the above expression for (Tn) by an inductive argument. Hint: Assuming the 

validity of the above expression for (Tn), calculate Cr.+!) = «Tn)T) in terms of fermions 
by reordering the terms toward the right using (A(BC» = (B(AC» + «[A,B])C) and the 
commutators calculated in the previous part. 

i) Express the charge H s obtained in Ex. 6.10 in terms of rp and 1/1 and compare with 
+-

1 ddT3 ). 

j) To see that the higher-spin conserved charges cannot be expressed in a simple way with 
+­

the usual nesting toward the right, compare (T(T(TT») and (T4 ). 

k) To understand why c = -2 is special, consider a general anticommuting ghost system 
{b,e}, for which the energy-momentum tensor is given by Eq. (6.238). Show that 

4 - - -
(TT) = (jA(l - A) + 1)(b"'e) - n(l - A)(b(b'(ee'» 

Obtain the evolution equation for b and e. Observe that unless A = 0 or I, these are coupled 
equations, for which the integrals of motion cannot be written in a simple bilinear form. 

6.12 The classical limit of the Virasoro algebra 
The Poisson bracket form of the VlI'llSoro algebra is obtained by replacing the commutator 
by a Poisson bracket times a factor i, that is, 

i{1.",L",} = (n - m)1.,,+m + ;2n(n2 -l)&n+m.O 

Let u(x, t) be the classical field defined on a cylinder (u(x + 211', t) = u(x, t» whose Fourier 
modes are the 1." 's: 

6 ~ . 1 
u(x) = C ~Lne-In" - "4 

neZ 

(the explicit time-dependence is omitted from now on). This is the classical form of the 
energy-momentum tensor. Show that its equal-time Poisson bracket is 

611' 
(u(x),u(y)} = -[-a! + 4u(x)a" + 2(a"u(x))]8(x - y) 

c 
(6.247) 
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Use: 

8(x - y) = ~ L e-in(x-y) 

27r neZ 

Recover the classical Korteweg-de Vries equation 

atu = -<J!u + 6uax u 

from the following canonical formulation: 

atu = {u,H}, with 

The above Poisson bracket defines the so-called second Hamiltonian structure of the KdV 
equation. (The relative sign between the two terms on the r.h.s. of the KdV equation is not 
as in the classical form derived in Ex. 6.10 (cf. Eq. (6.242»; this is explained by a 'space 
Wick rotation', i.e., the space variables used in the two cases are related by a factor i.) 

6.13 The Feigin-Fuchs transformation and the quantum Korteweg~e Vries equation 
revisited 

a) Verify that the following deformation of the energy-momentum tensor of a free boson 

T = -!(iJepiJep) + iarfrp 
2 

still satisfies the OPE (5.121), with c related to a by 

c = 1 - 1:za2 

(6.248) 

This is called the Feigin-Fuchs (or sometimes Feigin-Fuchs-Miura) transformation. 

b) Since the relative coefficients of the different terms of the conserved densities of the 
quantum KdV equation (introduced in Ex. 6.10) depend only upon c, it implies that all these 
conserved densities, when rewritten in terms of rp via the Feigin-Fuchs transformation, are 
even functions of rp up to total derivatives. More explicitly, let 

Hn = f dz 1tn+I[T] such that 

and 

1t,.[T] = 1t,.[rp] 

when T is replaced by Eq. (6.248). Any quantum KdV conserved density satisfies 

1t,.[rp] = 1t,.[-rp] + 8( ... ) 

Verify that this is indeed so for the defining Hamiltonian H = i(TT).1t turns out that this 
criterion characterizes uniquely the quantum KdV conserved densities! Use it to recover 
Hs (cf. Ex. 6.10, Eq. (6.243». 
Hint: Start from the ansatz (6.244) of part (c) in Ex. 6.10, replace T by Eq. (6.248), drop 
total derivatives and terms with an even number of rp factors; fix the relative coefficient 
a by enforcing the cancellation of the remaining odd terms. Along the way, some normal 
ordering rearrangements are necessary. 

c) Find the canonical evolution equation for the field B = iJep defined by the Hamiltonian 

H= fdz(TT) with T = -~(BB)+iaaB 
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This is the quantum modified KdV equation. 
Remark: The classical version of Feigin-Fuchs transformation is called the Miura 
transformation: 

u = axv+v2 

and it is a canonical map from the Poisson bracket 

(v(x),v(y)} = ax8(x -y) 

to the KdV Poisson bracket (6.247) of Ex. 6.12 (up to an irrelevant multiplying factor). 

Notes 

General references for this chapter are identical to those of the previous chapter. 
Radial quantization was introduced by Fubini, Hanson, and Jackiw [145]. It was ap­

plied on the complex plane by Friedan [139], who also represented the commutator of two 
operators by a contour integral. 

The Vrrasoro algebra first appeared in Ref. [344] in the context of dual resonance models. 
Its general application to conformal field theory was pointed out by Belavin, Polyakov, and 
Zamolodchikov (BPZ) [36]. 

The quantization of the free boson is immemorial. Vertex operators were introduced 
in the context of dual resonance models by Fubini and Veneziano [144]. Fermions were 
introduced in string theory by Ramond [302] and Neveu and Schwarz [281]. 

The concepts of a conformal family and conformal block were introduced in BPZ [36]. 
Analytic properties of the conformal blocks are discussed by Zamolodchikov and Zamolod­
chikov [367]. The generalized Wick theorem is discussed by Bais, Bouwknegt, Surridge, 
and Schoutens [20]. 

Ex. 6.10 is based on Ref. [249], Ex. 6.11 on Ref. [94], Ex. 6.12 on Ref. [175], and 
Ex. 6.13 on Refs. [316, 121]. 



CHAPTER 7 

Minimal Models I 

Chapters 5 and 6 dealt with general properties of two-dimensional conformal field 
theories. The present chapter is devoted to particularly simple conformal theories 
called minimal models. These theories are characterized by a Hilbert space made 
of afinite number of representations of the Vrrasoro algebra (Verma modules); in 
other words, the number of conformal families is finite. Such theories describe 
discrete statistical models (e.g., Ising, Potts, and so on) at their critical points. 
Their simplicity in principle allows for a complete solution (i.e., an explicit calcu­
lation of all the correlation functions). The discovery of minimal models and their 
identification with known statistical models at criticality constitutes the greatest 
application of conformal invariance so far. Since a detailed study of minimal mod­
els may rapidly become highly technical, we have split the discussion among two 
chapters (this one and the next). The present chapter first explains some general 
features of Verma modules (Sect. 7.1), and in particular the occurrence of states 
of zero norm, which must be quotiented out. In Sect. 7.2 the question of unitarity 
is discussed and the Kac determinant is introduced. In Sect. 7.3 a survey of the 
theory of minimal models is presented. In Sect. 7.4 various examples of the cor­
respondence between minimal theories and statistical systems are described. The 
next chapter will be devoted to more technical issues and will provide proofs for 
some assertions of the present chapter. 

§7.1. Verma Modules 

In a conformal field theory, we expect the energy eigenstates (i.e .• the eigenstates 
of Lo and 4) to fall within representations of the local conformal algebra (the 
Vrrasoro algebra) much in the same way as the energy eigenstates of a rotation­
invariant system fall into irreducible representations of su(2). In a given theory, 
the Hilbert space will generically contain several irreducible representations of 
the Vrrasoro algebra; this is analogous to the Hilbert space of the hydrogen atom 
containing an infinite number of su(2) representations. 
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7.1.1. Highest-Weight Representations 

Highest-weight representations are familiar to physicists through the theory of 
angular momentum. We briefly recall what is done in that context: We assume that 
the representation space is spanned by the eigenvectors 1m) of one of the su(2) 
generators, which we callJo (denotedJl in most texts on quantum mechanics). An 
inner product is assumed to exist on the representation space, such that the three 
generators are Hermitian: JJ = Ja • The other two generators of su(2) are arranged 
into raising and lowering operators J ± = Jx ± iJy with the commutation relations 

(7.1) 

We then assume that the eigenvalue m of Jo has a maximum within the 
representation space: There is a state Ii) such that 

Joli) = jli) and J+Ii) = 0 

The other eigenstates of J 0 are obtained by applyingL repeatedly on Ij); we define 
the (not normalized) states 

1m) = (1_y-m li) (7.2) 

The inner products of these states are easily calculated by using the relations 
hlj) = 0 and (ilL = 0: 

(m - 11m - 1) = U(j + 1) - m(m -1)]{mlm) (7.3) 

(in order to find this explicit result, we also use the fact that the operator J2 = 
(10)2 + 4{J+,J-} commutes with all generators, and has therefore a fixed value 
within the representation, equal to j(j + 1). As seen from Eq. (7.3), states of 
negative norm generically appear when m decreases below -j; the representation 
is then nonunitary. The only exception to this rule occurs when j is an integer or 
a half-integer: The state I - j - 1) then has norm zero, along with all other states 
obtained by applying J _ on it. We say that these singular vectors decouple from 
the first (2j + 1) states for the following reason: Consider any operator A built 
from the generatorsJi; its matrix element (mIAlm') between a positive-norm state 
1m) and a null state 1m') necessarily vanishes. Indeed, the evaluation of the matrix 
element proceeds by expressing A in terms of Jo and J ±, using the relations (7.3), 
and it finally reduces to an expression proportional to (mlm'), which vanishes. 
The representation space is thus truncated to the first (2j + 1) states ofEq. (7.2), 
which then form a unitary, finite-dimensional representation of su(2). 

We shall proceed in a similar way in order to construct representations of the 
Virasoro algebra 

c 2 
[Ln,Lml = (n - m)Ln+m + 12n(n -1)c5n+m,o (7.4) 

Representations of the antiholomorphic counterpart of (7.4) are constructed by 
the same method. Since the holomorphic and antiholomorphic components of the 
overall algebra (6.24) decouple, representations of the latter are obtained simply by 
taking tensor products. Since no pair of generators in (7.4) commute, we choose a 
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single generator (here Lo), which will be diagonal in the representation space, also 
called a Verma module. We denote by Ih) the highest-weight state, with eigenvalue 
h of Lo: 

Lolh) = hlh) (7.5) 

This state is, of course, the asymptotic state created by applying a primary field 
operator t/J(O) of dimension h on the vacuum 10) (cf. Sect. 6.2.2). Since [Lo, Lml = 
-mLm, Lm (m > 0) is a lowering operator for h, and L_m (m > 0) is a raising 
operator. We shall adopt the condition 

£nIh) = 0 (n > 0) (7.6) 

which is compatible with the regularity condition (6.26). Notice that the above 
condition follows from the simpler condition Lllh) = Lzlh) = 0, by repeated use 
of Eq. (7.4). 

As discussed in Sect. 6.2.2, a basis for the other states of the representation, 
the so-called descendant states, is obtained by applying the raising operators in all 
possible ways: 

(7.7) 

where, by convention, the L-ki appear in increasing order of the k i• Recall that this 
state is an eigenstate of Lo with eigenvalue 

(7.8) 

where N is the level of the state. Likewise, the level of a string of operators is the 
level of the state it produces when applied on Ih). The first levels are spanned by 
the states of Table 7.1. 

Table 7.1. Lowest states of a Verma module. 

1 p(l) 

0 1 Ih) 
1 1 L-llh) 
2 2 U.dh), L_2Ih) 
3 3 L:1Ih), L-1L_2Ih), L-3Ih) 
4 5 L~llh), U_1L_2Ih), L_1L_3Ih), L~2Ih), L_4Ih) 

On the Verma module we define an inner product according to our previous 
definition of the Hermitian conjugate: LJ" = L_m • Thus, the inner product of two 
states 
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is simply 

{hlLkm ••• Lk1L_11 ... L-l" Ih} 

where the dual state {h I satisfies 

{h14 = 0 (j < 0) 
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(7.9) 

(7.10) 

The product (7.9) may be evaluated by passing the Lki over the L-li using the 
Virasoro algebra until they hit Ih}. Notice that the inner product of two states van­
ishes unless they belong to the same level. Indeed, two eigenspaces of a Hermitian 
operator (here La) having different eigenvalues are orthogonal. Hermiticity also 
forces h to be real. 

A similar analysis can be done for the Verma modules associated with the anti­
holomorphic generators in. Denoting by V(c, h) and V(c, h) the Verma modules 
generated respectively by the se!S {Ln} and {in} for a value c of the central charge 
and with highest weights h and h, the energy eigenstates belong to the tensor prod­
uct V ® V. In general, the Hilbert space is a direct sum of such tensor products, 
over all conformal dimensions of the theory: 

L V(c,h) ® V(c,h) (7.11) 

h.h 
The number of terms in this sum may be finite or infinite; moreover, there may be 
several terms with the same conformal dimension. 

To conclude this section, we consider the example of the free boson, studied 
in detail in Sect. 6.3. We recall that the Fock space is constructed by applying the 
raising operators a_n (n > 0) on the vacua la}. The latter are obtained from the 
"absolute" vacuum 10} by application of the vertex operator Va(O): la} = Va(O)IO}. 
From the expression (6.69) for the Virasoro generators, we immediately see that 
Ln la} = 0 for n > 0, and the vacua la} form a continuum of highest weight states, 
with weight h = 4a2. Thus, to each value of a one associates a Verma module, 
itself associated with the primary field Va. The descendant states are obtained by 
repeated application of the creation operators a-n (n > 0), which is equivalent to 
a repeated application of L-n, since a_n also raises the conformal dimension by 
n (cf. Sect. 6.3.3). 

7.1.2. Virasoro Characters 

To a Verma module V(c,h) generated by the Vrrasoro generators L_n (n > 0) 
acting on the highest-weight state Ih}, we associate a generating function X(c,hlr), 
called the character of the module, defined as 

X(C,h)( -r) = Tr ~-c/24 (q == e21rit:) 
00 

= L dim(h + n)qn+h-cl24 
(7.12) 

n=O 

where dim(h + n) is the number of linearly independent states at level n in the 
Verma module and -r is a complex variable. The factor q-c/24 is introduced in this 
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definition for reasons that will become evident later, when considering modular 
invariance (Chap. 10). Since dim(h + n) ~ p(n), the number of (possibly depen­
dent) states at level n, the series (7.12) is uniformly convergent if Iql < 1 (i.e., 
for -r in the upper half-plane), because Iql < I is the domain of convergence of 
the series (6.38). The characters are generating functions for the level degeneracy 
dim(h + n). In other words, knowing the character amounts to knowing how many 
states there are at each level. Characters Xc,ii(:r) for the antiholomorphic Verma 
module are defined in the same manner. 

The character of a generic Verma module is easily written. We know that the 
number of states at level n isp(n), the number of partitions of the integern. Since 
the generating function of the partition numbers is (cf. Eq. (6.38) and Ex. 6.4) 

1001 00 
- == n - = LP(n)qn 
rp(q) n=l 1 - qn n=O 

the generic Virasoro character may be written as 

qh-cl24 
x(c,h) ( -r) = rp(q) 

In terms of the Dedekind function 
00 

TJ(-r) == q1l24rp(q) = q"24 n (I _ qn) 
n=! 

the generic Vrrasoro character becomes 

qh+(!-c)/24 
x(c,h) ( -r) = TJ( -r) 

7.1.3. Singular vectors and Reducible Verma Modules 

(7.13) 

(7.14) 

(7.15) 

(7.16) 

It may happen that the representation of the Virasoro algebra comprising all the 
states (7.7) is reducible. By this, we mean that there is a subspace (or submodule) 
that is itself a full-fledged representation of the Vrrasoro algebra. The states of this 
submodule transform amongst themselves under any conformal transformation. 
Such a submodule is also generated from a highest-weight state Ix), such that 
Ln I X) = 0 (n > 0), although this state is also of the form (7.7). 

Generally, any state Ix)-other than the highest-weight state-that is annihi­
lated by all Ln (n > 0) is called a singular vector (we say also null vector or null 
state). Such a state generates its own Verma module Vx included in the original 
module V(c, h). Singular vector are orthogonal to the whole Verma module. This 
follows immediately from the basis states (7.7) and Hermitian conjugation:! 

(7.17) 

1 In the bra-ket notation, non-Hennitian operators act on the ket, by convention. 
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In particular, (xix) = O. This observation extends to all the descendants of Ix); 
They are also orthogonal to the whole Verma module V(e,h). This last assertion 
is equivalent to saying that any descendant of Ix) is orthogonal to all the states of 
V(e, h) having the same level. Indeed, the relevant inner product has the form 

(7.18) 

where Li k i = N + Li ri, N being the level of I X). By commuting systematically 
all the Lki over the L_rj , one ends up with a sum of products of the form (7.17), since 
Li ki > Li ri· Hence the assertion is proven. In particular, all the descendants of 
Ix) have zero norm, since the evaluation of their norm leads to an expression 
proportional to (xix). 

Through the operator-field correspondence, a null state Ix) is associated with a 
null field X(z), which is at the same time primary (meaning that (Ln X)(z) = 0 if 
n > 0) and secondary, since it is a descendant of a primary field <Ph of dimension 
h (cf. Sect. 6.6.1). 

From a Verma module V(e, h) containing one or more singular vectors, one may 
construct an irreducible representation of the Virasoro algebra by quotienting out of 
V(e, h) the null submodule or, in other words, by identifying states that differ only 
by a state of zero norm. These irreducible representations, which will will denote 
M(e,h) in order not to confuse them with the reducible Verma module, contain 
relatively "fewer" states than the generic Verma module, and their characters are 
not given by the simple formula (7.16). Such representations are the building blocks 
of minimal models. 

§7.2. The Kac Determinant 

7.2.1. Unitarity and the Kac Determinant 

A representation of the Virasoro algebra is said to be unitary if it contains no 
negative-norm states (often called ghosts in string theory). Since the explicit value 
of the inner product (7.9) depends on the highest weight h and the central charge 
e, the requirement that a representation be unitary imposes some constraints on 
these parameters. For instance, a simple unitarity bound on (h,e) is obtained by 
calculating the norm of the state L_nlh); 

(h ILnL_n Ih) = {h I (L-nLn + 2nLo + 112 en(n2 - 1)) Ih) 

1 
= [2nh + 12en(n2 - l)]{hlh) 

(7.19) 

If e < 0 the above becomes negative for n sufficiently large. Therefore all 
representations with negative central charge are nonunitary. Moreover, the case 
n = 1 shows that all representations with negative conformal dimensions are also 
nonunitary. 
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The necessary and sufficient conditions for unitarity are found by considering 
the so-called Gram matrix of inner products between all basis states. We denote 
the basis states (7.7) of the Venna module as Ii) and let 

(Mt =M) (7.20) 

be the Gram matrix. This matrix is block diagonal, with blocks M(l} corresponding 
to states of level I. A generic state is a linear combination la) = Li aili) and its 
norm is (in matrix notation) 

(7.21) 

Since M is Hermitian it may be diagonalized by a unitary matrix U: M = U AUt. 
If b = Ua, then 

(ala) = LAilb;l2 
i 

(7.22) 

Consequently there will be negative-norm states if and only if M has one or 
more negative eigenvalues. Moreover, there will be singular vectors if one of the 
eigenvalues Ai vanishes and, accordingly, the Verma module will be reducible. 

The matrices M(l} associated with the lowest levels of a generic Verma module 
are easily calculated: 

M(O} = I 

M(I} = 2h 

M(2} = (4h(2h6h+ 1) 6h) 
4h +cl2 

(7.23) 

As an illustration of the steps leading to the above expressions, we calculate 
explicitly a sample matrix element: 

(2) h h MI2 = ( ILILIL_21 ) 

= (hILI(L_2L I + 3L_ I )lh) 

= 3(hILIL_llh) 

= 6h(hlh) 

(7.24) 

From M(O} we cannot infer any condition for unitarity. From M(t} we recover 
the condition h > O. The product of the two eigenvalues of M(2} is equal to its 
determinant: 

det M(2} = 32h3 - 20h2 + 4h2c + 2hc 

= 32(h - hl,I)(h - h l ,2)(h - h2,,) 
(7.25) 
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wherein 

hl,l =0 

h l ,2 = 116 (S -c - J(I -c)(2S -c») (7.26) 

h2,1 = 116 (S-c+J(I -C)(2S-c») 
The sum of the eigenvalues is equal to the trace: 

Tr M(2) = 8h(h + 1) + cl2 (7.27) 

The representation is not unitary whenever det M(2) or Tr M(2) is negative. We 
already know that every doublet (c,h) lying outside the first quadrant leads to a 
nonunitary representation. We learn here that some regions of the first quadrant 
also lead to nonunitary representations: As a function of c, the roots h l ,2 and 
h 2,1 describe two curves that join at c = I, as illustrated on the leftmost graph 
of Fig. 7.1. The determinant detM(2)(c,h) is negative between these two curves 
(shaded area) and thus the associated representations are not unitary. We also learn 
from this exercise that the Verma modules associated with points (c,h) lying on 
these curves are reducible. 

Figure 7.1. The vanishing curves Cr,s for levels 2, 3 and 4 (from left to right). The curves 
at level 1- 1 appear also at level I. The values ofr,s are indicated near the curves when 
they first appear. The black dots are first intersections (defined in the text). The shaded areas 
correspond to manifestly nonunitary theories. 

There exists a general formula, due to Kac, for the determinant of the Gram 
matrix, the Kac determinant: 

detM(l) = al n [h -hr,s(c)f(l-rs) 
r,s ::: I 

rs:::: I 

(7.28) 
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where pel - rs) is the number of partitions of the integer I - rs and al is a positive 
constant independent of h or c: 

al = n [(2rYs!r(r,s) 
r,s ~ I 
rs ~ I 

mer,s) = p(l- rs) - p(l- rcs + 1) 

(7.29) 

The functions hr,s(c) may be expressed in various ways. A common expression is 
the following: 

(7.30) 

Another convenient way to express the function hr,s is 

(7.31) 

Here we have parametrized the central charge in terms of the (complex) number 
t. The expression for t as a function of c has two branches: 

t = 1 + 112 { 1 - c ± J (1 - c )(25 - c) } (7.32) 

Which branch is actually used has no influence on the value of the Kac determinant. 
If c < 1 or c > 25, t is real, whereas it lies on the unit circle if 1 < c < 25. In terms 
oft, 

1 
a =--

- ~ 
(7.33) 

Yet another way of expressing the roots of the Kac determinant is the following: 

6 
c = 1 - ---c:-----:-

m(m+ 1) 

hr (m) = [em + 1)r - ms]2 - 1 
,s 4m(m + 1) 

Again, the expression of m as a function of c has two branches: 

m = _~ ± ~J25 -c 
2 2 l-c 

(7.34) 

(7.35) 
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The relation between t and m is not unique: 

m 
t=-­

m+ 1 

m+I 
or t=-­

m 
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(7.36) 

The expressions (7.28) and (7.30) [or (7.31), or (7.34)] are of central importance 
in the theory of minimal models. The great success of conformal field theory in 
the study of two-dimensional critical systems is due in great part to the knowledge 
of the Kac determinant. The expressions (7.28) and (7.31) for the Kac determinant 
will be demonstrated in the next chapter. 

In the (c, h) plane, the Kac determinant vanishes along the curves h = hr,s(c), 
called vanishing curves and denoted Cr,s. These curves are shown in Fig. 7.1 for 
all values of r and s allowed at levels 2, 3, and 4. Note that the Kac formula does 
not provide the eigenvalues of the Gram matrix, but only their product. At each 
level 1 > I, the number of roots h rs of the determinant exceeds the number p(l) 
of eigenvalues. As is clear from the Kac determinant formula (7.30), the first null 
state in the reducible Verma module V(c, hr,s) occurs atievell = rs, sincep(l-rs) 
vanishes (by definition) if 1< rs. 

7.2.2. Unitarity of c ::: 1 Representations 

The explicit expressions (7.28)-(7.34) for the Kac determinant allow us to prove 
that the representations (c ::: I,h ::: 0) are unitary. The proof is done in three 
steps: First, we show that the vanishing curves Cr,s do not cross the region R = 
{c > 1, h > OJ. In a second step we show that detM(l) > 0 throughout this region. 
Finally we argue that M(Z) is positive definite in R. This last statement is in itself 
equivalent to unitarity, but the first two steps will be useful in proving it. 

The first step amounts to showing that the curves Cr,s lie below or on the axis 
h = 0 if c > 1. An explicit expansion of Eq. (7.30) yields 

I-c 25-c 
h r,s(c)="96 (r+s)+(r-s)jI_C -4 { [ ]

2 } (7.37) 

If 1 < C < 25 we see that hr,s(c) is not a real number unless r = s, in which 
case hr,s(c) :s o. On the other hand, if c ::: 25 the choice (7.35) implies that 
-1 < m < O. Then m(m + I) < 0 and 

[(m + I)r - ms]2 = [(1 - Iml)r + Imlsf ::: 1 (7.38) 

which implies hr,s{m) :s 0 according to Eq. (7.34). Thus, we have shown that all 
the curves Cr,s are located on or below the h = 0 axis if C > 1. 

When Ih I is much larger than max {Ihr,s I} for a given level, then det M(l) ~ azhr, 
for some positive r. Since al is a positive constant, the Kac determinant is also 
positive in this limit. Finally, since none of the roots hr,s lies in the region R, the 
Kac determinant is strictly positive throughout that region. This proves the second 
point. 
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In order to prove the last point, we must show that the matrix M(l) is positive 
definite for at least one point (c,h) in R. Indeed, since the Kac determinant is 
positive, the number of negative eigenvalues of M(l) must be even. That number 
can change only across one of the curves Cr,s, and consequently must stay the same 
throughout R. It remains to show that this number is 0 at some point in R. To this 
end, we use a slightly different basis for the levell sector, namely the vectors 

(7.39) 

and we define the length n(a) of a basis vector la) as the number of operators Lk 
used to define it. For instance, L~dh) has length 3 and L_3 Ih) has length 1. It is 
then possible to show that the dominant behavior in h of inner products is 

(ala) = Ca hn(a) [1 + O(I/h)] (ca > 0) 
(7.40) 

(alp) = O(h(n(a)+n(f3})12-1) + ... 
where la) and IP) are two basis states. We sort our basis in order of decreasing 
lengths, and consider the submatrices M~) obtained by keeping only vectors of 
length n. Eq. (7.40) implies that these submatrices are positive definite when his 
sufficiently large. In that limit, the eigenvalues of M(l) are those of the submatrices 
M~), and thus M(l) itself is positive definite.2 

7.2.3. Unitary c < 1 Representations 

We mentioned earlier that the points (c,h) located between the two vanishing 
curves on the leftmost graph of Fig. 7.1 correspond to nonunitary representations. 
In fact, all the points in the region R : {(c,h)IO < c < l,h > O) are associated 
with nonunitary representations, except the following discrete set: 

6 
c = 1 - -.,------,-

m(m + 1) 

hr (m) = [(m + 1)r - ms]2 - 1 
,s 4m(m + 1) 

(7.41) 

(1 :s r < m, 1 :s s < r) 

This expression coincides with Eq. (7.34) above, except that m is now an integer 
greater than or equal to 2, and the integers r and s are bounded as indicated. That the 
representations defined by Eq. (7.41) are unitary will be proven when discussing 
cosets in Chap. 18. In the present context, we could prove only that points (c,h) 
not included in this discrete set correspond to nonunitary representation, that is, 
Eq. (7.41) is a necessary (not yet sufficient) condition for unitarity, In fact, we shall 
not give the proof, but simply indicate some of its elements. 

It is relatively simple to argue that the points of R that do not lie on a vanishing 
curve correspond to nonunitary representations. Consider such a point P. Since 
the Kac determinant does not vanish at P, the associated representation does not 

2 It is not sufficient to argue that M(l) is diagonal in the h _ 00 limit, since off-diagonal terms may 
be of the same (or even larger) degree in h, than some diagonal terms. However,- the eigenvalues are 
equal to the diagonal elements in that limit. Consider, for instance, the simplest example, M(2) , as given 
in Eq. (7.23). 
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contain zero-norm states, but may contain negative-nonn states. In order to show 
that it does indeed, it is sufficient to demonstrate that the Kac determinant is 
negative at P, for some level I. This can be done if there is, at some particular 
levell, a continuous path linking P to the e > 1, h > 0 region that crosses a single 
vanishing curve such that p(l- rs) is odd. For instance, going back to Fig. 7.1, any 
point left of the curve on the level-2 graph can be linked to the e > 1, h > 0 region 
by a continuous path that crosses either C1,2 or C2,t. and the factors (h - hl,2(e» 
and (h - h2,1 (e» both appear linearly in the Kac determinant at level 2. Therefore 
these points are associated with nonunitary representations. This is true of all the 
points lying left of the vanishing curves represented on that figure. The points not 
excluded from unitarity at some level by this argument will be excluded at some 
higherlevel. Indeed, ate = 1, the vanishing curve Cr,s ends up athr,s = :\(r -S)2. 
For a given value of r - s, the vanishing curve lies closer and closer to the e = 1 
axis as the product rs increases. Each time rs increases by one step (for a fixed 
value of r - s), a new set of points is excluded from unitarity by this argument at 
level I = rs, since p(l - rs) is then one and no other vanishing curve lies between 
Cr,s and the e = 1 axis. This argument excludes from unitarity all the points in the 
region R, except maybe the points lying on the vanishing curves themselves. 

Verma modules associated with points on vanishing curves contain null vec­
tors, but may contain negative-norm states as well. Indeed, the second element 
of the nonunitarity proof is that points on the vanishing curves also correspond 
to nonunitary representations, except the so-called first intersections. Consider a 
given vanishing curve, at a given level; the first intersection associated with that 
curve, if it exists, is the point intersected by another vanishing curve (at the same 
level) that lies closest to the e = 1 axis. At any point on the vanishing curve Cr,s, 
the Verma module has a null vector at level rs. The characteristic of first intersec­
tions is that this null state is the highest-weight state of a representation that in turn 
contains a null state. It can be shown that first intersections are indeed located as 
indicated in Eq. (7.41). On Fig. 7.1, all intersections (indicated by dots) are first 
intersections, the origin included (it intersects C 1,2 and Ct,t). 

§7.3. Overview of Minimal Models 

This section is a constructive introduction to minimal models. The consequences 
of the existence of null vectors on correlation functions and the operator algebra are 
illustrated with the help of simple examples. The general construction of minimal 
models is presented in a heuristic fashion, formal proofs being reported in the next 
chapter. Throughout this section we shall work in the holomorphic sector only. 

7.3.1. A Simple Example 

We study a simple example of reducible Verma module. Consider, in V(e, h), the 
following state at level 2: 

(7.42) 
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We want to tune,., and h in such a way that Ix) is a null state (or singular vector). 
As mentioned earlier, the conditions LlIX) = L2 1x) = 0 are sufficient for this, 
since it then follows from the Vrrasoro algebra (7.4) that Ln Ix) = 0 for all n ~ 3. 
By acting on this state with LI and L2 and bringing these operators in contact with 
Ih) with the help of the algebra (7.4), we find 

L11x) = (3 + 2,., + 4h,.,)L_Ilh) 

1 
~Ix) = (2c + 4h + 6h,.,)lh) 

The conditions imposed on,., and h for Ix) to be singular are thus 

3 
,., = - 2(2h + 1) 

h= 116 {5-c±J(C-1)(C-25)} 

(7.43) 

(7.44) 

The latter condition may also be inferred from Eq. (7.30) applied to level-2 states 
(cf. Eq. (7.26», since singular vectors exist if and only if the Kac determinant 
vanishes. In the notation ofEq. (7.30), the above constraintonh is simply h = h l ,2 
or h = h2,1 (recall that the first null state in the reducible Verma module V(c, hr,s) 
occurs at levell = rs). 

As discussed in Sect. 6,6.1, to each state of the Verma module one associates 
a descendant field, as defined in Eq. (6.148) for the simplest case. In particular, 
one associates a null field X(Z) with the null state Ix). This field is a descendant 
of the primary field t/>(z) of conformal dimension h, but is itself a primary field of 
dimension h + 2. Following the discussion of Sect. 6.6.1, the explicit expression 
for this null field is 

_ (-2) _ 3 a2 

X(z) - t/> (z) 2(2h + 1) az2 t/>(z) (7.45) 

That the null state is orthogonal to the whole Verma module translates, in the field 
language, into the vanishing of the correlator (X(z)X) , wherein X is a string oflocal 
fields: X == t/>I (Zl) ... t/>N(ZN). Equivalently, we say that the field X decouples from 
the other fields. According to Eq. (6.152), this implies the following differential 
equation for the correlator (t/>(z)X): 

(7.46) 

More explicitly, this is 

- - + - (t/>(z)X) = 0 { 
N [1 a hi] 3 a2 } t; Z - Zi azi (z - Zi)2 2(2h + 1) az2 

(7.47) 

(recall that £-1 is equivalent to a,). 
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This differential equation should bring nothing new to our knowledge of the 
two-point function. Indeed, if we let X = if>(w), Eq. (7.47) becomes simply 

{ I h 3 2} 
Z - w aw + (z _ W)2 - 2(2h + 1) az (if>(z)if>(w» = 0 (7.48) 

which is trivially satisfied, given the general form (5.25) for the two-point function: 
(if>(z)if>(w» = (z - w)-2h. 

However, the differential equation (7.47) has a nontrivial effect on the three­
point function (5.26). We consider X = if>1 (Zl )if>z(Z2). The three-point function 
is 

(if>(Z)if>I(ZI)if>z(Z2» = g(h,h l ,h2) (7.49) 
(z -zIY12-h- h, (Zl -Z2)h-h,-h2 (Z -Z2)h,-h-h2 

where g(h, hI, h2) is a constant not fixed by global conformal invariance alone, 
but by the operator algebra of the theory (cf. Sect. 6.6.3). The differential equation 
(7.47) imposes constraints on the conformal dimensions h, hI, andh2. It turns out, 
after an explicit calculation, that a single independent constraint remains: 

2(2h + I)(h + 2h2 - hI) = 3(h - hI + h2)(h - hI +h2 + I) (7.50) 

This equation may be solved explicitly for h 2 : 

1 1 2J 1 3 1 h2 = - + -h + hI ± - h2 + 3hhl - -h + -hI + -
6 3 3 2 2 16 

(7.51) 

This solution forh 2 is more elegant if we adopt a notation close to thatofEq. (7.30) 
and parametrize the conformal dimensions as 

1 
ho = -(c-I) 

24 
(7.52) 

If al and a2 correspond respectively to hI and h2' we then have the following 
solutions: 

a2 = al ±a+ 

a2 = al ±a_ 

(h = h2,1) 

(h = h l ,2) 
(7.53) 

Thus, the existence of a null vector at level 2 imposes additional constraints 
on the three-point functions, which are equivalent to constraints imposed on the 
operator algebra. If we denote by if>(a) the primary field of dimension h(a) these 
constraints on the operator algebra take the following symbolic form: 

if>(2,1) x if>(a) = if>(a-a+) + if>(a+a+) 

if>O,2) x if>(a) = if>(a-a_) + if>(a+a_) 
(7.54) 

The notation introduced here requires some explanation. By the above, we mean 
that the operator product expansion of if>(2,1) with if>(a) (or of fields belonging to their 
families) may contain terms belonging only to the conformal families of if>(a-a+) 
and if>(a+a+). The symbol x stands for an operator product expansion, and if>(a) 
stands not for the primary field only, but for its entire conformal family. Generally 
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speaking, we call fusion the process of taking the short-distance product of two 
local fields. The conditions under which a given conformal family occurs in the 
short-distance product of two conformal fields are called the fusion rules of the 
theory. These may be thought of as selection rules for the conformal dimensions 
of fields appearing in a three-point correlator. We say, for instance, that the fusion 
of two conformal fields tPl and t/>z onto a third field tP3 is possible if the three­
point function (tPl t/>ztP3) is not zero. This topic will be examined in more detail in 
Sect. 8.4. It is implicit that there are coefficients multiplying the families on the 
r.h.s. of Eq. (7.54): They are the structure constants of the operator algebra. Not 
only are they not specified here, but they may vanish.3 

We finally point out the possibility of having a null state at level one. The 
only state at this level is L_llh}, and its norm vanishes only if h = hl,l = 0 
(cf. Eq. (7.26». The corresponding null field is aztPo,l)(z), and the differential 
equation satisfied by the correlator {tPO,I)(z)X} is 

a 
az {tPo,l)(z)X} = 0 (7.55) 

Because the correlator is independent of Z, the only conclusion to be drawn is 
that tPo,l) is a constant, since it is, by hypothesis, a purely holomorphic field. We 
call tPO,I) the identity field or the identity operator (sometimes denoted by lI). The 
obvious consequence of the above differential equation on three-point functions 
involving tPO,I) is the trivial operator algebra: 

(7.56) 

Incidently, the energy-momentum tensor T(z) is a descendant of the identity field, 
according to Eq. (6.148): T(z) = lI(-2). 

7.3.2. Truncation of the Operator Algebra 

The constraint (7.54) on the operator algebra coming from the existence of a null 
vector at level 2 may be generalized. If h = hr,s, then there exists a null vector 
at level rs, as follows from the Kac determinant formula (7.28). This null vector 
imposes a similar constraint on the operator algebra: 

k=r-I 
tP(r,s) x tP(cx) = L 

1=-1 

L tP(a+ka++lcx_) 
k=l-r 1=1-5 

k+r=1 mod 2 1+5=1 mod 2 

(7.57) 

(The summation indices are incremented by 2). In other words, k takes only even 
values if r is odd and vice versa. We shall not prove this statement here. For the 
moment, we simply draw its consequences. 

3 Of course, when writing the complete fusion rules later on, none of the implicit coefficients will 
vanish. 
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The first consequence of Eq. (7.57) is that the conformal families [q,(r,s)] asso­
ciated with reducible modules form a closed set under the operator algebra. For 
instance, we see immediately that 

410.2) x q,(r,s) = q,(r,s-I) + q,(r,s+1) 

41(2,1) x q,(r,s) = q,(r-I,s) + q,(r+I,s) 
(7.58) 

This means that the fields 410.2) and 41(2.1) act as ladder operators in the operator 
algebra. That the families [q,(r,s)] form a closed set under the operator algebra is a 
profound dynamical statement, which holds only for certain values of c and certain 
highest-weight representations associated with those values. Again, we stress that 
the coefficients implicit on the r.h.s. of (7.57) may be zero; the above notation 
simply means that no other conformal family, other that those shown, may appear 
in the operator product expansion. Indeed, many conformal families can be shown 
not to occur in the OPE, by using the commutativity of the operator algebra. For 
instance, we write 

410.2) x 41(2.1) = 41(2.0) + 41(2.2) 

41(2.1) x 410.2) = 41(0.2) + 41(2.2) 
(7.59) 

Since the two OPEs are equivalent, this shows that 41(2.0) and 41(0.2) are excluded 
from both (their coefficients vanish). Thus, in this example, the operator algebra 
truncates to 

410.2) X 41(2.1) = 41(2.2) (7.60) 

This truncation phenomenon may be generalized, with the following result: 

k=rl+r2- 1 

q,(rl,sl) x q,(r2,s2) = L 
k=I+lrl-r21 1=1+151-521 

k+rl+r2=1 mod 2 1+51+52=1 mod 2 

(7.61) 

Here again, the summation variables k and I are incremented by 2. The truncation 
is such that only the families q,(r,s) with positive values of r and s occur on the 
r.h.s. of (7.61). 

7.3.3. Minimal Models 

For a generic value of the central charge c, the truncated operator algebra (7.61) 
implies that an infinite number of conformal families are present in the theory, 
since families [q,(r,s)] with r, s arbitrary large are generated by applying repeatedly 
the fusion rules (7.61). In orderto understand the situation graphically. we consider 
the "diagram of dimensions" of Fig. 7.2. The points (r, s) in the first quadrant label 
the various conformal dimensions appearing in the Kac formula. The dotted line 
has a slope tan 0 = -a.+la._. fixed by the central charge c. If 8 is the Cartesian 
distance between a point (r,s) and the dotted line, it can easily be shown that (cf. 
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Ex. 7.6) 

(7.62) 

If the slope tan () is irrational, it will never go through any integer point (r, s), 
although some of these points will be arbitrarily close to it. Thus, given the fusion 
rules (7.61), there will be an infinite number of distinct primary fields in the theory, 
and moreover, an infinity of them will have negative conformal dimensions, since 
ho<Oifc<1. 
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Figure 7.2. The "diagram of dimensions" for a generic value of c. The points on the 
first quadrant are associated with the conformal dimensions hr.s of the Kac formula. The 
conformal dimension is related by Eq. (7.62) to the distance between a point (r, s) and the 
dashed line. 

However, if the slope tan () is rational, that is, if there exist two coprime integers 
p and p' such that 

(7.63) 

the dotted line of Fig. (7.2) goes through the point (p', p) and the conformal weights 
h,,s do not form a dense set. Indeed, we then have the periodicity property: 

(7.64) 

In terms of these two integers, the central charge and the Kac formula become 

(p _ p')2 
C = 1 - 6-=----"-­

pp' 
(pr - p'S)2 _ (p _ p')2 

h,,s = -=----=---:....--....::..---=--~ 
4pp' 

(7.65) 
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If c :s 1, the parameter t of Eq. (7.31) is real and positive, and equal to t = 
-a+/cL = pip'. The two integers p and p' may therefore be taken as positive. 
Because of the symmetry t ~ lit of this parametrization, one may also assume 
that p > p' without loss of generality. Note also the obvious symmetry property 

hr,s = h p' -r,p-s (7.66) 

From Eq. (7.65) we easily demonstrate the following identities: 

hr,s + rs = hp'+r,p-s = hp'-r,p+s 

hr,s + (P' - r)(p - s) = h r,2p-s = h2p'-r,s 
(7.67) 

This means that the null vector at level rs contained in the Verma module Vr,s 

is itself the highest weight of a degenerate Verma module, since it fits in the Kac 
formula! Moreover, the module Vr,s also contains a null vector at level (P' - r)(p­
s). These two null vectors give rise to submodules that also contain null vectors of 
the same form, and so on (this is illustrated in Fig. 8.1 of Chap. 8). Thus, there is 
an infinite number of null vectors within the Verma module Vr,s if c is of the form 
(7.65). Each null vector has its own differential equation acting as a constraint on 
the correlators and the operator algebra. The net effect is an additional truncation 
of the operator algebra, yielding a finite set of conformal families, which closes 
under fusion. The corresponding finite set of conformal weights hr,s is delimited 
by 

1 :s r < p' and 1 :s s < p (7.68) 

This rectangle in the (r,s) plane is called the Kac table. The symmetry hr,s = 
h p' -r,p-s makes half of this rectangle redundant: 

cfJ(r,s) = cfJ(p'-r,p-s) (7.69) 

There remain (p - 1)(P' - 1)/2 distinct fields in the theory. 
The conformal theories defined by the conditions (7.65) and (7.68) are called 

minimal models, since they contain a finite number oflocal fields with well-defined 
scaling behavior. The truncated fusion rules existing between these fields are 

wherein 

cfJ(r,s) x cfJ(m,n) = cfJ(k,l) 

k=1+lr-ml 1=1+ls-nl 
k+r+m=l mod 2 k+s+n=l mod 2 

krnax = min(r+m -1,2p' -1-r- m) 

lmax = min (s + n - 1, 2p - 1 - s - n) 

(7.70) 

(7.71) 

and k and 1 are incremented by 2. This expression will be proven in the next chapter. 
Of course, the above discussion was restricted to the holomorphic sector. A 

physical theory is in fact constructed out of tensor products of holomorphic and 
antiholomorphic modules. A generic Hilbert space has the following form 

1t = EBM(c,h)®M(c,h) (7.72) 
h,h 



218 7. Minimal Models I 

The question of how to combine the components of a minimal model into tensor 
products will be addressed in detail in Chap. 10, in which conformal field theories 
on a torus will be studied. However, a particularly simple solution is to associate to 
each holomorphic module M(c,hr.s) the corresponding antiholomorphic module 
M(c,hr.s). The Hilbert space of the theory is then 

1l = E9 M(c,hr.s) ® M(c,hr.s) 
l!Sr<p' 
19<P 

(7.73) 

The resulting theory is termed diagonal, since the two factors of each tensor product 
are identical. We shall symbolically denote a minimal model associated with the 
pair (p, p') by M(P, p') and, as mentioned above, will adopt the convention p > p'. 

7.3.4. Unitary Minimal Models 

As seen in Sect. 7.2.1, the constraint of unitarity for a conformal field theory 
requires that there be no states of negative norm. We have seen that a necessary 
condition for the unitarity of a representation of the Vrrasoro algebra with highest 
weight h is h ~ O. Therefore, a unitary conformal field theory contains only 
primary fields with nonnegative conformal dimensions. The physical implications 
of this property are clear: The two-point correlation functions of primary fields 
(except for the identity operator) have to fall off with distance, instead of exploding 
at large distances: 

1 
(<Ph,h (z, Z)<Ph,h (0, O)} = --_ 

z2hz2h 
(7.74) 

This is the case for the critical Ising model, to be discussed below: The spin-spin 
correlator decreases when the separation of the spins increases. That such a behav­
ior is to be expected from any physical spin system with short-range interactions 
is not quite true in general as we shall see in next section, with the (nonunitary) 
example of the Yang-Lee edge singularity. It seems that the statistical models of 
so-called hard objects (i.e., of bulky objects that cannot overlap, subject to simple 
enough interactions) always admit critical continuum descriptions with nonunitary 
conformal field theories. Moreover, many other physical systems such as polymers 
in two dimensions have phases described by nonunitary minimal models. The 
unitarity condition should therefore not be confused with a physical condition. 

We now examine the consequence of the unitarity condition for the c < 1 mini­
mal theories discussed above. Recall the form of admissible conformal dimensions 
(7.65) 

(pr - p 'S)2 _ (p _ p')2 
hr.s = -"--....::...----:----"---=---

4pp' 
(7.75) 

with 1 ~ r ~ p' - 1 and 1 ~ S ~ P - 1. The integers p and p' being coprime, 
Bezout's lemma states that there exists a couple of integers (ro,so) in the above 
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range such that 

pro -p'so = 1 

Accordingly, the corresponding dimension 

1 _ (p _ p')2 
hro,so = 4pp' 

219 

(7.76) 

(7.77) 

is always negative, except if IP - p'l = 1, in which case it vanishes. It turns 
out that the primary field with smallest dimension (7.77) is always present in the 
minimal theories. As we shall see in the study of modular invariance (Chap. 10), 
the primary field with smallest dimension governs the leading anomalous behavior 
of the free energy of the system through finite size effects. The minimal models can 
be unitary only if IP - p' I = 1. In this case, hro,so = h 1,1 = O--that is, cJ>(ro,so) is the 
identity-and the leading finite size effect in the free energy is governed only by the 
central charge of the theory. That these models are indeed unitary will be proven in 
Chap. 18 by means of the coset construction; this will provide an explicit unitary 
realization of each minimal model with Ip - p'l = 1. With no loss of generality, 
we label the unitary minimal theories with c < 1 by (p = m + l,p' = m), 
m = 2,3,4, .... We note that the list of unitary representations given in Eq. (7.41) 
coincides indeed with the list of highest weights hr,s of unitary minimal models. 

§7.4. Examples 

7.4.1. The Yang-Lee Singularity 

As mentioned in Sect. 3.2.1, the partition function of a lattice theory, such as the 
Ising model, is an analytic function of the parameters of the model if the number 
N of sites is finite. Nonanalytic behavior, hence a phase transition, can occur only 
in the thermodynamic limit (N -+ 00). For definiteness, we consider the Ising 
model at temperature T, in an external field H. The configuration energy is given 
by Eq. (3.6). As a function of H, the zeros of the partition function cannot lie on 
the real H -axis for N finite, since Z is then a finite sum of positive terms. These 
zeros occur at complex values of H and at their complex conjugates. In a generic 
ferromagnetic spin model, they tend to accumulate on various arcs on the complex 
plane as N -+ 00. In the Ising model, it has been shown that they accumulate on 
the imaginary axis H = i~, and the free-energy F = InZ may then be expressed 
in terms of the density P(~, n of zeros on the imaginary axis: 

F(h) = L: dx p(x, n In(h - ix) (7.78) 

The magnetization M is then 

M = aF = 100 dx p(x'T! 
aH -00 H-IX 

(7.79) 
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Below the critical temperature (T < Te ), the distribution of zeros extends up to 
the real axis (p(O, 1) =1= 0) and the magnetization is discontinuous as H crosses 
the origin along the real axis: There is a first-order phase transition. At T = Te , 

p(O, 1) vanishes and this transition becomes continuous.4 In the paramagnetic 
phase (T > Te), the distribution p(~, 1) stops at a critical value ~e(1') on either 
side of the real axis, the so-called Yang-Lee edge. We now suppose that, near ~e, 
the density of zeros has a power-law behavior:5 

(7.80) 

It is then a simple matter to show that the magnetization M(i~) behaves also like 
(~ - ~e)a. We may assert, using scaling arguments identical to those explained in 
Sect. 3.2.2, that the exponent (1' is related to the exponent" of the critical correlator 
by the relation (3.49): 

1 d-2+" " (1'=-= =--
8 d+2-" 4-" 

(d = 2) (7.81) 

Here, however, the correlator with exponent" is not the correlator of the Ising spin 
at the critical point (h = 0, Te ), but that of another scaling field, yet unspecified, 
describing the fluctuations of the model in an imaginary field close to h = i~e: As 
h -+ i~e, the correlation length diverges. 

It turns out that the relevant Landau-Ginzburg theory6 contains a term in iCf>3: 

eYL = ~(alL Cf»2 + i(h - he)Cf> + iy<l>3. 

This model is, of course, not unitary, because of the imaginary magnetic field, 
which translates into an imaginary coupling of the Landau-Ginzburg effective 
field theory. 

In trying to identify this critical point with one of the minimal models of confor­
mal field theory, we must keep in mind the following: First, the model is nonunitary. 
Second, as shown by renormalization-group analyses, the composite field Cf>2 is 
redundant, which means that the operator product Cf>Cf> does not give rise to any 
new scaling field. In other words, 

cI> x Cf> = J[ + Cf>. 

The only minimal model with such simple behavior is M(5, 2), with central charge 
c = -2215. Its operator content is very simple, with only two primary fields: tP(I,I) 

(of dimension 0) and tPO,2) = tPO,3) (of dimension -1/5). These are, of course, the 
chiral components of the physical operators J[ (the identity, of dimensions (0,0» 
and Cf> (dimensions (-115, -115». The scaling dimension of the field Cf> is thus 

4 It is at this critical point (H = 0, Tc) that the Ising model is studied within the fonnalism of 
confonnal field theory (see the next section). 

S In this section we adopt the standard notation q for the critical exponent, not to be confused with 
the spin operator of the Ising model. 

6 By Landau-Ginzburg theory, we mean a continuous, Lagrangian description of the statistical model. 
See Sect. 7.4.7. 



§7.4. Examples 221 

l:!. = -2/5, and the corresponding exponent TJ is 2l:!. = -415. According to the 
relation (7.81), the critical exponent U is then equal to -116, a result entirely 
compatible with the outcome of high-temperature series analyses, which yield 
U = -0.163 ±0.OO3. 

7.4.2. The Ising Model 

The simplest nontrivial unitary minimal model, M(4,3), describes the critical 
Ising model. Since Chap. 12 is entirely dedicated to the two-dimensional Ising 
model, we shall not explain in detail here the precise correspondence between this 
lattice model and the minimal model M(4, 3). We simply state the results. 

In addition to the identity operator, there are two local scaling operators in the 
critical Ising model: the Ising spin U (a continuum version of the lattice spin Uj) 
and the energy density e (a continuum version of the interaction energy UjUj+I). 
The latter is also called the thermal operator, since it is coupled to the inverse 
temperature f3 in the partition function. The exponents 11 and v are defined by the 
critical behavior of the following correlators (d = 2): 

I 1 
(ejej+n) = Inl2d- 21v = InI4- 21v (7.82) 

It is known, from the exact solution, that 11 = 114 and v = 1. Therefore, assuming 
that the scaling fields U and e have no spin (h = h), it follows that their confonnal 
dimensions are 

(7.83) 

The three fields making up the holomorphic part of the theory have therefore con­
formal dimensions 0, -h, and !. This simple operator content leads to an identifica­
tion with the minimal model M(4, 3), with central chargee = !. The operator-field 
correspondence is 

n ¢:::::::} tP{t,I) or tP(2,3) 

U ¢:::::::} tP(2,2) or tP{t ,2) 

e ¢:::::::} tP(2,1) or tP{t,3) 

The associated diagram of dimensions is illustrated on Fig. 7.3. 

(7.84) 

The fusion rules following from this identification with M( 4,3) are the 
following (cf. Eq. (7.70»: 

UXU=n+e 

U xe=u (7.85) 

exe=n 

Note that these simple fusion rules are compatible with the Zz symmetry Uj -+ -Uj 
of the Ising model. 
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Figure 7.3. The diagram of dimensions for the minimal model M(4,3}o associated with the 
Ising model. There are six weights in the Kac table, but those below the dashed line are 
simply a repetition of those above, which correspond to the three scaling fields][, (J' and E. 

We know of another unitary conformal field theory with c = ~: the free Ma­
jorana fermion"" (cf. Sect. 5.3.2 and Sect. 6.4). The two theories must be equiv­
alent, and this equivalence is at the origin of Onsager's exact solution of the two­
dimensional Ising model. The energy density, as a thermal operator, is readily 
identified with the fermion mass term lfr"" (recall that h", = h1{t = ~). However, 
the expression of the Ising spin 0'; in terms of the fermion field"" is nonlocal. The 
questions of locality and mutual locality of operators are well illustrated in this 
model, and will be discussed in more detail in Chap. 12. 

7.4.3. The Tricritical Ising Model 

Following the Ising model, the next simplest unitary minimal model is M(5, 4), 
with central charge c = ~. The associated diagram of dimensions appears in 
Fig. 7.4. There are six different scaling fields, listed in Table 7.2. 

Table 7.2. List of all scaling fields of the minimal model M (5, 4), which describes 
the tricritical point of the dilute Ising model. 

(r,s) Dimension Symbol Meaning 

(1,1) or (3,4) 0 ][ identity 

(1,2) or (3,3) I e thermal op. TO 
(1,3) or (3,2) 3 e' thermalop. 5 
(1,4) or (3,1) 3 e" thermal op. 2 
(2,2) or (2,3) 3 

0' spin 80 
(2,4) or (2,1) 7 

0" spin 16 
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Figure 7.4. The diagram of dimensions for the minimal model M(S.4), associated with the 
tricritical Ising model. There are six different weights in the Kac table. 

The lattice model associated with this minimal conformal field theory is the 
tricritical Ising model, or more properly said, the dilute Ising model at its tricritical 
fixed point. This model is defined like an ordinary Ising model, except that vacant 
sites are allowed and the number of spins on the lattice fluctuates. The configuration 
energy is 

E[Ui,tiJ = - Ltitj(K + 8lTi ,lTj) -p. Lti (7.86) 
(ij) 

where the variable ti = u1 is 0 if site i is vacant and 1 otherwise. K is the 
energy of a pair of unlike spins, and K + 1 that of a pair of like spins. The 
chemical potential JL specifies the average number of occupied sites on the lattice. 
At some value of (fJ, K, JL), there is a critical point at which three phases meet and 
coexist critically, hence the epithet tricritical. In addition to the identity operator, 
five scaling operators emerge at this tricritical point: three energy-like operators 
corresponding to the three terms of the configuration energy and two spin-like 
operators. The fusion rules of these fields are listed in Table 7.3. 

The tricritical Ising model is also one of the few physically relevant theories 
endowed with supersymmetry. A detailed discussion of supersymmetric confor­
mal field theories does not belong to this chapter, but we nevertheless mention that 
a supersymmetric generalization of conformal transformations exists (in a super­
space formulation) and leads to a supersymmetric generalization of the Vtrasoro 
algebra: the so-called superconformal or super-Virasoro algebra: 

1 3 
[Lm,Ln1 = (m - n)Lm+n + 12c(m - m)8m+n 

1 2 1 
{Gm, Gn} = 2Lm+n + 3c(m - 4)8m+n (7.87) 

I 
[Lm • Gn1 = (2m - n)Gm+n 
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Table 7.3. Nontrivial fusion 
rules in the tricritical Ising 
model M(5, 4). It is implicit 
here that the symbol used for 
the fields stand in fact for the 
associated conformal families. 

exe lI+e' 
ex e' e+e" 
ex e" e' 
e' x e' lI+e' 
e' x e" e 
e" x e" Jr 
eX(1 (1 + (1' 

ex (1' (1 

e' x (1 (1 + (1' 

e' x (1' (1 

e" x (1 (1 

e" x (1' == CT' 
(1X(1 = lI+e+e'+e" 
(1 x (1' == e+e' 
(1' x (1' Jr + e" 

7. Minimal Models I 

Table 7.4. List of all scaling fields of the minimal superconformal model 
m = 3, associated with the tricritical Ising model. Superpartners are 
indicated in the Neveu-Schwarz sector. 

(r,s) Dimension Symbol Sector 

(1,2) or (2,4) 0 [Jr, e"] NS 

(1,3) or (2,2) I [e, e'] NS TO 
(1,2) or (2,3) 3 

(1 R 80 
(1,4) or (2,1) 7 (1' R 16 

In the above, the modes Gm are the Fourier components of the superpartner G(z) of 
the energy-momentum tensor. This anticommuting field has conformal dimension 
~ and corresponds to q,(I,4) (or q,(3, I) in Table 7.2. 

Depending on the boundary conditions, the index of Gn is either half-integral, in 
which case the above algebra is known as the Neveu-Schwarz algebra, or integral, 
in which case it is known as the Ramond algebra. It is possible to identify a discrete 
series of unitary, minimal superconformal models, indexed by an integer m, with 
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the following dimensions: 

h = [r(m + 2) - sm]2 - 4 + 2.. [1 _ (_l)r-s] 
r,s 8m(m + 2) 32 

(I =:: r < m, 1 =:: s < m + 2) (7.88) 

3 12 
c = - - -.,-----:-

2 m(m +2) 

Of course, superconformal models are also conformal; however, they possess extra 
symmetry. A model that is minimal with respect to the superconformal algebra need 
not be minimal with respect to the plain Vrrasoro algebra: As is well-known in 
group theory, when an irreducible representation of some algebra is restricted to a 
subalgebra, it is generally no longer irreducible. From the relation (7.88), we see 
that the case m = 3 is the only nontrivial model that is both Virasoro and super­
Virasoro minimal. This c = -to model is precisely the tricritical Ising model. The 
Neveu-Schwarz sector of the theory contains the fields lI, E, E' and E" , all even under 
spin reversal. In terms of superconformal representations, E" is a descendant of the 
identity, exactly like T, and E' is a descendant of E. In the Neveu-Schwarz sector, 
every field has generically a super partner with a conformal dimension differing 
by ~,and the pair forms what is called a super field. In the case at hand, E and E' 

are superpartners, like T and G. The fusion algebra of these four fields closes onto 
itself, as may be verified in Table 7.3. The Ramond sector contains the fields a 
and a', which are odd under spin reversal. The field assignments in both sectors 
according to Eq. (7.88) are indicated on Table 7.4. 

7.4.4. The Three-State Potts Model 

The next model on the minimal unitary list is M(6,5), with central charge c = ~ 
and ten different scaling fields. It turns out that a subset of fields in this model 
describes the critical point of the three-state Potts model. 

The Q-state Potts model is defined in terms of a spin variable ai taking Q 
different values. The configuration energy is 

E[ a;] = - L c5GiGj (7.89) 
(ij) 

In other words, a nearest-neighbor pair of like spins carries an energy -1 and all 
other pairs carry no energy. The case Q = 2 is equivalent to the Ising model. A 
related model is the Q-state clock model, defined in terms of a spin variable taking 
its values among the Q-th roots of unity eirp , where QfIJ E 2nZ. Its configuration 
energy is usually defined as 

E[flJi] = - L COS(flJi - flJj) (7.90) 
(ij) 

The clock model has a ZQ symmetry under flJj ~ e21riIQfPj and a spin-reversal 
symmetry flJj ~ -fPj, whereas the Potts model has a permutation symmetry SQ of 
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the spin labels. Both models are equivalent in the case Q = 3, since the clock model 
Hamiltonian may then be rewritten as follows, modulo additive and multiplicative 
constants: 

E[qJj) = - L ~ [cos{qJj - qJj) + !] 
(ii) 3 2 

(7.91) 
= - L~q>i.qJj 

(ii) 

The Potts model has a self-duality point at a temperature I1fJc given byePc = 
1 + ../Q. For Q :::: 4 this corresponds to a continuous transition, whereas the 
transition is of first order if Q > 4. 

From Baxter's exact solution of the three-state Potts model at the critical point, 
one finds the critical exponents v = 516 and 11 = 4115. It follows that the real field 
cOSqJ == 4{0- +0') must have conformal weights (h,h) = (is, is), and the energy 
density e has scaling dimension (~, ~). These two fields correspond respectively 
to tP(3.3) and tP(2.1) of the minimal model M(6, 5). However, not all scaling fields 
allowed in this minimal model are actually present in the Potts model. There exists 
a subset of fields that closes under the fusion rules and forms a minimal, consistent 
theory. These fields are listed in Table 7.5, and the nontrivial fusion rules appear 
in Table 7.6. That a subset of the Kac table may in itself form a consistent theory 
is an unexpected feature; the reasons for this will be discussed in Chap. 10. 

Table 7.5. Scaling fields of the minimal model M(6, 5) included in the three-state 
Potts model. 

(r,s) Dimension Symbol Meaning 

(1,1) or (4,5) 0 I identity 

(2,1) or (3,5) 2 e thermal op. 5 
(3,1) or (2,5) 7 X 5 
(4,1) or (1,5) 3 Y 
(3,3) or (2,3) I 

0- spin 15 
(4,3) or (1,3) 2 Z 3 

Of course, the physical operators occurring in the Potts model are products of 
holomorphic and antiholomorphic fields; we denote them by <l>hji' labeling them 
by their conformal dimensions. The physical o~rators alluded to in Table 7.5 are 
in fact the diagonal combinations <l>h.h (h = it). In addition to these diagonal 
(or spinless) operators, the Potts model contains also the following operators with 
spin: 

<1>0.3 (7.92) 
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Table 7.6. Nontrivial fusion rules of the 
fields for the fields of the minimal model 
M(6. 5) included in the three-state Potts 
model. It is implicit here that the symbol 
used for the fields stand in fact for the 
associated conformal families. 

exe .. I+X 
exu == u+Z 
exX == e+Y 
exY == X 
exZ u 
uxu = I+e+u+X+Y+Z 
uxX == u+Z 
uxY u 
uxZ ... e+u+X 
XxX I+X 
XxY = e 
XxZ == u 
YxY I 
YxZ == Z 
ZxZ == I+Y+Z 
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The presence in Table 7.5 of a field of conformal dimension 3 indicates the 
presence of an additional symmetry for which this field is the current, much like 
the field of dimension ~ in the tricritical Ising model signals the presence of 
supersymmetry. This additional symmetry is embodied in an infinite-dimensional 
algebra called the W3 algebra, which contains the Virasoro algebra as a subset. It 
is possible to construct a sequence of "minimal models" with representations of 
this algebra, of which the three-state Potts model is the simplest realization, and 
the only one that is at the same time a minimal model of the Vrrasoro algebra. 
However, we shall not study the W3 algebra in this volume. 

7.4.5. RSOS Models 

A correspondence has been suggested, based on known critical exponents, between 
the unitary minimal models M(m + 1, m) (m :::: 3) and a sequence of exactly 
solved statistical models, the RSOS models. A solid-on-solid (SOS) model is 
defined by associating to each lattice site an integer height Ii, constrained by the 
condition Iii -Ii I = 1 between nearest-neighbor sites. A Boltzmann weight is then 
associated with each plaquette according to the sequence of heights around the 
plaquette. In the restricted solid-on-solid (RSOS) model, the heights Ii cannot take 
all integer values, but only those in the range 1 ~ Ii ~ q - 1, where q is an integer 
characterizing the model (q :::: 4). Let 110/2, 13 , and 14 be the heights associated 
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with the four comers of a plaquette. circled clockwise. Then the Boltzmann weight 
associated with the plaquette is defined as 

(7.93) 

where the on-site weight w(l) satisfies the relation w(/) = w(q - I) and the 
next-nearest neighbor interactions y and Z are defined as 

{
I if 1=/:1' 

y(/,I') = 
Yl = Yq-l if [' = I 

, {I if 1=1-1' 
z(/,/) = 

Zl = Zq-l if l' = I 

(7.94) 

Thus. the number of parameters in this model is (3q - 8)/2 (q even) or (3q - 9)/2 
(q odd). 

The constraint Iii -Ijl = 1 naturally divides the lattice into two sublattices. on 
which the height variables are odd and even. respectively. If q is even. it is possible 
to define a spin variable Si = l(q - 2li ). with integer spins on one sublattice and 
half-integer spins on the other. The parameters Zl and Yl then represent nearest­
neighbor interactions between spins on each sublattice. The simplest case (q = 4) 
is then equivalent to the Ising model. 

The RSOS model has been solved exactly in a two-dimensional submanifold of 
the full parameter space. and four different regimes have been identified, denoted 
I to IV. In regime III. q - 2 phases are in coexistence, whereas in regime IV. q - 3 
phases are in coexistence. Regimes III and IV meet at a multicritical point, which, 
in the Ising case (q = 4) is nothing but the ordinary critical point between the 
ordered and the disordered phases. A sequence of q - 3 order parameters have 
been constructed for this transition. with exponents 

(k + 1)2 - 1 
13k = 8(q-1) 

The heat capacity exponent ex has also been calculated: 

ex = 2-q12 

(7.95) 

(7.96) 

The scaling laws of Table 3.2 allow us to express the scaling dimension Il. = 
h + h = ~ T/ in terms of ex and 13. We thus find a sequence of conformal dimensions 

(assuming h = h): 

hk = (k + 1)2 - I 
4q(q -1) 

(1 s. k s. q - 3,q ~ 4) (7.97) 

These coincide with the dimensions hk+ 1,k+ I of the unitary minimal models 
M(q,q - 1), as readily checked from the Kac formula. This is the correspon­
dence between themulticritical points of the RSOS models and the sequence of. 
unitary minimal models. 
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7.4.6. The O(n) Model 

The O(n) model is a generalization of the Ising model in which the spin degree 
of freedom is a vector S with n components (S")a=I,2, ... ,n. For technical reasons, 
the model is more tractable on a trivalent lattice, and we shall consider the O(n) 
model on the honeycomb lattice of Fig. 7.5. The configuration energy of the model 
reads 

E(Si) = -f'LSi.Sj 
(ij) 

(7.98) 

where (ij) denote neighboring sites of the lattice. The partition function is an 
integral 

Zn = f n dSi e-PE[S] 

I 

with the following integration rules for the vector components: 

With these rules, we thus have 

f d8" (8") = 0 

f d8" (8")2 = 1 

f d8" (8")3 = 0 

f dSS2 =n 

.. .. 
~----. .., .. -- ---.." .. -.---.., .. .. . . . . . . . . . . . . 

<-8--& 
\\.OOOOJ./ \ .• OOOOOJ./ \ .• 00000//000000 

(7.99) 

(7.100) 

(7.101) 

Figure 7.5. A typical loop configuration of the O(n) model on the honeycomb lattice. 

The study of the model is greatly simplified if we consider, instead of (7.99), 
the slightly modified partition function 

Zn(l() = f n dSi nO + KSi.Sj) 
i (iJ) 

(7.102) 
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Strictly speaking, the two partition functions Zn and Zn coincide only in the large 
K = f1/limit, but both systems are expected to belong to the same universality 
class. We shall use the partition function (7.102) in the remainder of this section. 
The partition function (7.102) of the O(n) model may be perturbatively expanded 
in powers of K as a sum over loop configurations on the lattice. Indeed, due to 
the integration rules (7.100), for the integral of a product of spin components to 
be nonzero, the latter must be taken along a set of closed nonintersecting loops of 
neighboring sites of the lattice. Moreover, each such loop receives a contribution n 
from the integration over the spin components, and K per loop bond. For instance, 
the typical loop configuration of Fig. 7.5 contributes for n2 K22. We may therefore 
rewrite 

(7.103) 

where N L and N B denote, respectively, the numbers of loops and of bonds in 
the configuration. The expression (7.103) for the partition function of the O(n) 
model enables us to analytically continue its definition to any real value of n. 
The model can be further explored by transforming it into a solid-on-solid (SOS) 
model. In the latter, the degree of freedom is a height variable 1 at the center of 
each hexagon of the lattice, for which the previous loops are domain walls. More 
precisely, orienting the loops, the height 1 increases (resp. decreases) by a fixed 
amount 10 across a wall pointing to the right (resp. left). In the SOS language, 
the partition function Zn is rewritten as a sum over oriented loops. The weights 
in Eq. (7.103) can be reproduced by attaching a weight K per oriented bond of 
loop, and a weight eiv (resp. e-iv ) per right turn (resp. left tum) along the loop 
at each loop vertex. Summing over the two orientations of each loop gives a net 
contribution of 2 cos 6v per loop (a loop on the honeycomb lattice always has 
a difference nl - nr = ±6 between its numbers of left and right turns), which 
reproduces the factor n provided we take 

n = 2 cos 6v (7.104) 

This transformation is instrumental in the study of critical properties of the model. 
It can indeed be shown that the O(n) model undergoes a continuous phase transition 
at the critical value 

K = ~(n) == (2 + J2 - n)-1I2 for n E [-2,2] (7.105) 

The continuum limit of the critical model is in tum described for 

n = -2 cos Jr(p/p'), 1 ~p/p' ~ 2 (7.106) 

by the minimal model (P,p'). More generally, for 

n = -2cosJrg, g E [1,2] (7.107) 
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the central charge of the conformal theory describing the continuum limit of the 
critical O(n) model is 

Cn = 1_6(g-1)2 
g 

(7.108) 

Forn = 1 (g = 413), we recover the central chargeci = 112 of the Ising model. 
For n = 2 (g = 1), the model is called the XY model and is described at criticality 
(Kosterlitz-Thouless point) by a conformal theory of central charge C2 = 1. When 
n = 0 (g = 3/2), the partition function is simply 

Zo = 1 (7.109) 

Although trivial looking, the model captures the physics of polymers in two di­
mensions. For instance, nontrivial information such as multipolymer correlations, 
which exhibit nontrivial scaling behavior, may be obtained by differentiating the 
critical partition function with respect to n before taking n -- O. The simplest 
example is the configuration sum of a single polymer, which reads (see Ex. 10.24) 

azi an n n=O 

7.4.7. Effective Landau-Ginzburg Description of Unitary 
Minimal Models 

(7.110) 

Most conformal theories have no path-integral formulation based on an action. 
For a special class of minimal theories, however, there exists a simple effective 
Lagrangian description, which we now present. 

This class is referred to as the (m + 1, m) diagonal unitary minimal models 
with central charge 

6 
Cm = 1 - ---,,----:-

m(m+ 1) 
m = 2,3,4, ... (7.111) 

and the primary fields have dimensions 

h _ «m + 1)r - ms)2 - 1 
r,s- 4m(m+1) (7.112) 

The epithet diagonal means that the primary fields of the theory are built out of 
identical left and right Vrrasoro representations, which cover the entirety of the 
Kac table modulo the equivalence (r, s) ~ (m + 1 - r, m - s). In other words, 
the primary fields of a diagonal theory are the spinless combinations 

(7.113) 

with h = it = hr,s. 
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The fusion rules (7.70) for the left part of Vrrasoro minimal theories extend 
to the diagonal association of identical left and right Vrrasoro representations. By 
setting p = m + 1 and p' = m, we can write 

min(n+r-I.2m+I-n-r) min (k+s-I.2m-I-k-s) 

<I>(r,s) x cJ>(n.k) = L L <I>(k.l) 

k=ln-rl+1 
k-n+r-I even 

l=lk-sl+1 
l-k+s-I even 

(7.114) 

Eq. (7.114) differs from Eq. (7.70) in that it describes the fusions of the complete 
left-right association of Vrrasoro representations, instead of just the left represen­
tations of the Vrrasoro algebra. Nevertheless, the fusions (7.114) are generated 
by repeated fusions of X = <1>(2.1) and Y = <1>0.2)' This provides an effective 
description of the fusion rules (7.114) by a theory of two fields X and Y. A La­
grangian description of the interactions between these two fields would offer an 
alternative description of the minimal theories, allowing, in particular, to compute 
correlation functions involving X and Y, directly from the action. Unfortunately, 
no such description has been found so far. The only known effective description 
contains one self-interacting field cJ>, corresponding to cJ> == <1>(2.2)' It is governed 
by a Lagrangian of the form 

£ = f tPz {&(a<l»2 + V(<I»} . (7.115) 

This Lagrangian is an effective Landau-Ginzburg Lagrangian, in which the field cJ> 
stands for the order parameter of some physical system (especially in the continuum 
formulations of the critical phases of discrete interacting spin systems, such as the 
archetypical Ising model). The potential term is some general polynomial V( cJ», 
whose extrema correspond to the various critical phases of the system. The potential 
is usually chosen to be invariant under the reflection <I> ~ -cJ>. For a polynomial 
potential V(<I» of degree 2(m - 1), this ensures the existence ofm - 1 minima 
separated by m - 2 maxima. Several critical phases of the system can coexist if 
the corresponding extrema coincide. The most critical potential is therefore just a 
monomial of the form 

(7.116) 

As we shall show, the fusion rules of the (m+ 1, m) diagonal unitary minimal model 
are effectively described by the multicritical Landau-Ginzburg theory (7.115), 
with potential V = Vm(cJ» as above (we shall denote by £m thf! corresponding 
Lagrangian). The physical implication of this result is deep: The diagonal unitary 
minimal models (m + 1, m) can be viewed as the multicritical points of a system 
described by one scalar field. Clearly, a single scalar field description simplifies 
substantially the computation of the correlators in the theory, releasing it from 
all the sophistication (differential equations from singular vectors) encountered 
so far. Incidentally, Chap. 9 is devoted to another scalar-field representation of 
minimal conformal field theories-the Coulomb-gas formalism-which allows for 
an actual computation of correlation functions of conformal fields. However, in that 
approach, one somehow loses track of the underlying physics which, by contrast, 
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is quite transparent in the present Landau-Ginzburg approach. The advantage is a 
global treatment of all the relevant operators of the theory, appearing as composite 
descendants of the order parameter <1>.7 Moreover, the effective Landau-Ginzburg 
theory provides an intere!)ting conceptual bridge between the pure field-theoretical 
problem and the statistical mechanics of related discrete spin systems. 

Starting from the field <1>, we can construct renormalized composite fields by 
repeated operator product expansions and subtractions of the most singular terms. 
For instance, the operator product 

1 
<I>(z, z) x <1>(0,0) = 2d -2d [1I(0,0) + t12rI2 <1>2(0,0) + less singular ... ] 

Z IZ I 

defines a composite field 

(7.117) 

(renormalized square of <1». The dimensions 2d1 and 2d2 are the anomalous di­
mensions of <I> and <1>2 in the renormalization group sense (and coincide with their 
respective scaling dimensions l11 = 2h I and l12 = 2h2). We point out that the 
normal order: ... : in (7.117) is not the usual normal ordering, in which all the 
singular terms are subtracted; here only the most singular term is subtracted. In 
particular, note that d2 =1= 2d1• Composite fields also include renormalized prod­
ucts involving derivatives of <1>. Higher renormalized powers of <I> are obtained by 
operator expansion and subtraction of only the most singular terms therein, which 
have already been identified as lower renormalized powers of <1>, namely 

: <l>k+l: (0,0) = lim Izldl+dk-dk+I[<I>(Z,z)x: <l>k: (0,0) 
z~o 

[k+1I2J (7.118) - L Cr lzldk+I-2r-dl-dk: <l>k+I-2r : ] 
r=1 

The even power shifts of2r enforce the <I> ~ -<I> symmetry, and the constants Cr 

are completely fixed by the OPE. This construction can be safely repeated, until 
the equation of motion of the em Landau-Ginzburg theory, 

(7.119) 

is reached. When compared to the actual operator product expansion of primary 
fields of the (m + 1, m) unitary minimal theory, the definition (7.118) allows for 
the identification 

. <l>k . = {<I>(k+I.k+t) 
• . - <I>(k+3-m,k+2-m) 

for k = 0, 1, ... , m - 2 

for k = m -1,m, ... ,2m - 4 
(7.120) 

7 For instance, in the Ising model, the energy operator can be viewed as some composite of the spin 
operator, as expressed through the fusion rule q x q =][ + e. The Coulomb-gas formalism of Chap. 9 
does not express this "descendant property", whereas it is crucial in the present Landau-Ginzburg , 
approach. 
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Indeed, due to the fusion rules 

<1»(2,2) x <I>(r,r) = <I»(r-I,r-I) + <l>(r-l,r+1) + <I»(r+l,r-l) + <I»(r+t.r+1) (7.121) 

the term <I»(r+I,r+l) is the most singular, after subtraction of <I»(r-I,r-I)' When 
r = m - 1 in Eq. (7.121), the most singular term after subtraction of <I»(m-2,m-2) 

is 

<I»(m-2,m) = <1»(2,1) (7.122) 

(<I»(m,m) and <I>(m,m-2) lie outside of the Kac table, and do not belong to the theory) 
which explains the second line of (7.120). Beyond the power 2m - 4, the identi­
fication is more subtle as the equation of motion of the Landau-Ginzburg theory 
(7.119) introduces a mixing between <I» and its derivatives (descendants of <1»). 

The order parameters of the theory are the collection of renormalized powers of <I» 

before the equation of motion is reached; they correspond to the first and second 
diagonals of the unitary Kac table. To complete the above identification, we check, 
from the unitary minimal theory point of view, that the Landau-Ginzburg equation 
of motion (7.119) is satisfied by <1»(2,2), Due to the unitary minimal fusion rules 
(7.114), we deduce that 

<I» : <l>2m-4 := <1»(2.2) x <I»(m-l,m-2) = <I»(m-2,m-3) + <I»(m-2,m-1) (7.123) 

Defining: <l>2m-3 : by Eq. (7.118), we have to subtract the two most singular 
contributions allowed by this fusion rule, namely : <l»2m-5 := <I»(m-3,m-2) and 
<I» = <1»(2,2) = <I»(m-2,m- 1). The most singular contribution after these subtractions 
comes from the first descendant of the field <1», az az <1». This is indeed the operator 
with lowest dimension among the descendants of <I» and: <l»2m-5 :. This establishes, 
at least formally, the equation of motion (7.119) within the framework of the 
minimal model. 

In addition to providing a physical picture for the minimal models, the Landau­
Ginzburg description sheds some light on the issue of perturbation of conformal 
theories away from the critical points, and of the renormalization group flows 
between the various theories. A naive way of interpolating between the (m + 1, m) 
and (m, m - 1) unitary minimal theories consists in replacing the potential V m 

(7.116) by the linear combination Vm +)..Vm-I. The case ).. = o corresponds to the 
(m + 1, m) fixed point, whereas the limit).. -+ 00 is the fixed point (m, m - 1). 
So a flow between the various unitary theories can be obtained by perturbing the 
(m + 1, m) theory by its most relevant operator (with conformal dimension smaller 
than 1 but closest to it), namely 

...... 2(m-2) • _ ..... ..... 
• 'V • = 'V(m-l,m-2) = 'V (I ,3) (7.124) 

Finally, multiple fusions with <1»(2,2) do not generate the whole unitary minimal 
fusion algebra, except in the lower cases m = 2,3,4 (see Ex. 8.20). This is not 
in conflict with the above results, but points to the subtlety of the actual meaning 
of the .Landau-Ginzburg description. Beyond the first two diagonals of the Kac 
table, the description of the other primary fields of the theory in terms of <I» is 
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more involved; the equation of motion (7.119) has to be taken into account, and 
this causes a proliferation of derivatives of <l>. 

Exercises 

7.1 Inner product 
Show that the norm of the state (L_1)n Ih) is 

n 

2nn! n (h - (i -1)12) 
i=1 

7.2 Gram matrix 
Show that the Gram matrix for level 3 is 

( 
24h(l + h)(l + 2h) 

M(3) = 12h(l + 3h) 
24h 

(the states are ordered as in Table 7.1). 

12h(l + 3h) 
h(8 +c + 8h) 

10h 

7.3 Gram matrix and vectors of fixed length as h _ 00 

Check explicitly Eq. (7.40) at level 2 with vectors of length 2. 

7.4 Explicit expression of simple null vectors 

24h ) 
10h 

2c+6h 

Find the explicit expression of the null vectors X 1,3, X 1,4, and X2,2' Proceed as in the beginning 
of Sect. 7.3.1, by writing the most general state at level rs and imposing the highest-weight 
condition 

7.5 Constraint on the conformal dimensions from the differential equation associated with 
a null vector 
Show explicitly how the constraint (7.50) follows from applying the differential equation 
(7.47) to the three-point function (7.49). 

7.6 Diagram of dimensions 
Prove formula (7.62) for the dimensions in the Kac table as a function of the distance 8 
between the point (r,s) on the plane and the line with slope -a+kL that goes through 
the origin. To do so, simply subtract from the vector (r,s) its projection on the unit vector 
(cos e, sin e), where tan e = -a+/a_, calculate the length squared of the result, and compare 
with (7.30). 

7.7 Fusion rules in the Ising model 
From the simple ladder operations (7.58), obtain the fusion rules of this Ising model 
(M(4, 3) by applying repeatedly the truncation procedure leading to Eq. (7.60). Thus, 
check explicitly the validity of the fusion rules (7.70). 

7.8 Tricritical Pons model 
Write the field content and the fusion rules (given by Eq. (7.70» for the minimal model 
M(7,6). Check that there is a subset of fields that closes under the fusion algebra, like in 
the minimal model M(6,5).1t turns out that this subset is associated with the tricritical 
Potts model. 
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7.9 Equation of motion for the Yang-Lee model 
Consider the minimal model M(5, 2) associated with the Yang-Lee edge singularity. The 
module of the identity operator 1I = 4><1,1) = 4><1,4) contains a null vector at level four: 

Ix) = (L~2 - ~L_4)10) 
a) Show that the field associated with the state Ix) is 

T4(z) = (IT) - ~ T" 
10 

(7.125) 

b) Compute the singular terms in the short-distance product of this field with any primary 
field <I> of the theory, with dimension h. 
Result: 

T4(z)<I>(0) = z-4h(h + ~ )<11(0) 

1 + z-32(h + "5 )a<ll(O) 

where 

+ Z-2 (5h + 1 OZ<ll(O) + 2h<ll(2)(0») 
2h + 1 

+ Z-I ( 5h + 1 aJ<II(O) + ~ <11(2)(0) + 2(h - 1)<11(3)(0») 
(2h + 1)(h + 1) h + 2 

<11(2) 

c) Deduce that the only possible primary fields of the theory have dimensions 0 or -115. 
Show, moreover, that when h = -liS, we have <11(2) = <11(3) = O. 
The vanishing of T 4(Z) therefore implies most of the structure of the corresponding minimal 
model: It may be viewed as the equation of motion of the Yang-Lee model. This may 
be generalized to any minimal model (P,p'). In those cases, the identity has a nontrivial 
singular descendant at level (p - 1)(P' - 1): It is a composite field T(p_I)(p'_1) of T and 
its derivatives. Its vanishing forms the equation of motion of the corresponding minimal 
model and completely determines the spectrum of the theory. 

7.10 Singular vectors of the Ising model 

a) Using the representation of T in terms of the Ising fermion, 

1 
T = -2(t/rat/r) 

and the rearrangement lemmas of Sect. 6.C, check the following field transcriptions of the 
t/r = cP(2,1) = cPO,3) singular vector equations: 

a2cP(2,1) = ~(2h2'1 + 1) (TcP(2,1) 

aJcPO,3) = (h l ,3 + 1) [2(Taq,o,3» - hI,3(aTcPO,3»] 
b) Find the level-6 vacuum singular vector and verify that the corresponding field identity 
is also satisfied with the above representation of T. 
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7.1l Fields dual to each other 
Primary fields that satisfy the condition 

[/ dz tP(r,s)(Z), / dw tP(r',s')(W)] = 0 

are said to be dual of each other. 

a) Verify that fields whose OPE contains a single family tPh, that is, 

tP(r,s)(z)t/>(r'.dw) ~ (z - W)-A(tPh(W) +aBtPh(w) + ... ) 
where a is some constant and 

A =hr,s +hr',s,-h 
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(7.126) 

are dual to each other if A = 2. It is crucial here to have a single pole whose residue is 
a total derivative (and this is the unique possibility when the residue is proportional to the 
lowest dimensional descendant of a primary field: L_I tPh is the unique descendant of tPh at 
level 1). 

b) Find all pairs of primary fields that satisfy Eq. (7.126) with A = 2. 
Result: 

(7.127) 

c) We will now prove that Eq. (7.126) with A = 2 gives all the solutions to the duality 
condition. Consider first the case where A = 3. Argue that the duality requirement can be 
satisfied only if there exists a relation between L:ltPh and L-2tPh, which forces tPh to be 
either tPO.2) or tP(2.1)' But show that this is incompatible with the OPE (7.126) with A = 3 
and tP(r.5) , tP(r' ,s') being both primary fields. Use a similar argument to rule out A > 3. 

d) What is the value of the constant a in Eq. (7.126)? 

Notes 

The representation theory of infinite-dimensional algebras is discussed extensively in the 
mathematical literature. We note the set of lectures by Kac and Raina [216] and by Saint­
Aubin [313]. 

The formula for the Kac determinant was proposed by Kac [213], and proven by Feigin 
and Fuchs [127]. The proof is explained in more detail by Kac and Raina [216] and Itzykson 
and Drouffe [203]. The Kac determinant was also obtained by Thorn [334] in a more physical 
fashion, in the context of dual resonance models. 

The conditions for unitarity of c < 1 models were obtained by Friedan, Qiu, and 
Shenker [140]. A detailed proof of these conditions is provided by the same authors in 
Ref. [143], where the unitarity of c > l,h > 0 representations is also discussed. Langlands 
[250] offers a more detailed proof of the unitarity of c > 1, h > 0 representations and an 
alternate proof of the nonunitarity conditions for c < 1. 

The Yang-Lee edge singularity was studied by Fisher [131], who correctly guessed the 
relevant Landau-Ginzburg theory. Its relation with the nonunitary minimal model M(5, 2) 
was pointed out by Cardy [66]. 

The identification of the Ising model with the minimal model M (4, 3) is due to Belavin, 
Polyakov, and Zamolodchikov (BPZ) [36]. 
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The tricritical Ising model was related to the minimal model M (S, 4) and to the simplest 
model of the superconformal discrete series by Friedan, Qiu, and Shenker [141]. Supercon­
formal models were also discussed by Bershadsky, Knizhnik, and Teitelman [4S] and by 
Eichenherr [122]. 

The Q-state Potts model was solved by Temperley and Lieb [333] and first studied 
in the context of conformal field theory by Dotsenko [107] for Q = 3. Minimal models 
based on the W3 algebra. of which the three-state Potts model is the simplest example, 
were introduced by Fateev and Zamolodchikov [123]. The three-state Potts model is also a 
special case of'lw parafermionic theories, introduced by Zamolodchikov and Fateev [366]. 

The RSOS model was introduced and solved for a restricted set of parameters by An­
drews, Baxter, and Forrester [14]. Critical exponents for this class of models were obtained 
by Huse [197] who conjectured the correspondence with unitary minimal models. 

The O(n) model was rephrased in Coulomb-gas terms and solved by Nienhuis [283] 
at criticality. The identification of the precise underlying conformal theories was realized 
by computing the torus partition function of the model [9S, 96]. The physics of polymers 
(O(n = 0» in solvents was investigated with conformal theory techniques by Duplantier 
and Saleur [lIS, 116]. 

The Landau-Ginzburg description of minimal models was suggested by Zamolod­
chikov [364]. Exercise 7.11 is based on Ref. [267]. 



CHAPTER 8 

Minimal Models II 

This chapter, the second devoted to minimal models, completes the somewhat 
heuristic point of view adopted in some parts of the previous chapter. We stress 
at once that the four sections below are to some extent independent. They are 
intended for an easy reading, the main technical difficulties being left in the large 
appendix. 

In Sect. 8.1, we describe the structure of irreducible Verma modules, as a con­
sequence of the Kac determinant formula (8.1). In particular, we derive the expres­
sions for the characters of the irreducible representations of the Virasoro algebra 
and give a number of examples to illustrate this point. In Sect.8.2, we tum to the 
study of singular vectors of the Virasoro algebra. Instead of proving the Kac de­
terminant formula in an abstract mathematical way, in the spirit of the original 
proofs (see also the exercises at the end of this chapter), we shall present a more 
constructive approach, in which we explicitly derive expressions for the singular 
vectors. These expressions are particularly beautiful for the fields located at the 
border of the Kac table, namely, of the form t/J(r.l) or t/JO,s), for which we present 
a complete construction. The general case t/J(r,s) is presented in the (very large) 
App. 8.A: after describing all the mathematical implications of the covariance of 
the operator product expansion of conformal fields (in particular the mechanism of 
fusion of two Verma modules), we construct the (r, s) singular vectors as a result 
of the fusion of two particular Verma modules. The proof of the Kac determinant 
formula is just a by-product of this latter study. 

The singular vectors can be used to derive differential equations for the corre­
lation functions of the corresponding fields. The precise mechanism is described 
in Sect. 8.3. In particular, we derive differential equations of the hypergeometric 
type for the four-point functions involving t/J(2.1) or t/J(1.2)' Section 8.4 is devoted 
to the complete derivation of the fusion rules for minimal models, hidden in the 
leading behavior of the differential equations for correlators. 
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§8.1. Irreducible Modules and Minimal Characters 

In this section, we describe the structure of inclusions of Vrrasoro modules in re­
ducible highest-weight representations of the Virasoro algebra. The result is sum­
marized in the minimal character formula (8.17). This structure is a consequence 
of the Kac determinant formula 1 

where 

detM(l) = (Xl n [h - hr,s(c)¥'(l-rs) 
r,s;:::l 
rs~l 

For the (p', p) minimal model, we have in addition 

t = pIp' 

hence 

Cpr - p'S)2 _ (p _ p')2 
hr,s = 1 ::: r ::: p' - 1, 1 ::: S ::: p - 1 

4pp' 
Cp _ p')2 

C = 1 - 6....::....---=.-
pp' 

(S.I) 

(8.2) 

(8.3) 

(S.4) 

The representation with highest weight h is reducible if and only if h has the form 
(8.4), for some nonnegative integers r,s ~ 1. 

8.1.1. The Structure of Reducible Venna Modules for 
Minimal Models 

We consider in detail the structure of the reducible Verma modules for the 
minimal models specified by Eq. (7.65). Let Vr,s denote the Verma module 
V(cCp,p'),hr,sCp,p'» built on the highest weight hr,s appearing in the Kac ta­
ble (8.4). According to the Kac determinant formula (8.1), the reducible Verma 
module with highest weight hr,s has its first singular vector at levell = rs. This is 
the first level at which the determinant vanishes, because of the exponent p(l- rs). 
We deduce, from the symmetry property (7.66), that it must necessarily have 
another singular vector at level Cp' - r)Cp - s). Using the identity 

hr.-s - hr,s = rs (S.5) 

I Note that p(l- rs) denotes here the number of integer partitions of the integer 1- rs. It should not 
be confused with the productp x (1- rs). 
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and the periodicity property 

(8.6) 

to properly shift the indices, we find that the corresponding dimensions read 
respectively 

hr.s + rs = hp'+r,p-s = hp'-r,p+s 

hr.s + (P' - r)(p - s) = h r,2p-s = h2p'-r.s 
(8.7) 

The possibilities of labeling the resulting states are exhausted if we insist on hav­
ing dimensions indexed by pairs of positive integers, which are minimal with 
respect to translations of (p', P ). We may therefore write the following inclusion 
of submodules 

Vp'+r,p-s U V r,2p-s C Vr.s (8.8) 

To build an irreducible representation (the irreducible Vrrasoro module Mr.s), we 
have to factor out Vr.s by the direct sum of these two submodules 

Mr.s = Vr.sI[Vp'+r,p-s Ef) V r,2p-s] (8.9) 

Unfortunately, the direct sum Vp'+r,p-s Ef) V r,2p-s is a complicated object, as 
these two Verma modules in tum share two submodules. This is readily seen by 
applying the reducibility condition to each of the two corresponding submodules 
Vp'+r,p-s and V r,2p-s. We find two submodules in Vp'+r,p-s == Vp'-r,p+s at levels 
(P' + r)(p - s) and (P' - r)(p + s), namely 

V2p'+r.s U V r,2p+s C Vp'+r,p-s (8.10) 

Similarly, we find two submodules in V r,2p-s == V2p'-r,s at levels r(2p - s) and 
(2p' - r)s, namely 

Vp'-r,3p-s U V 3p'-r,p-s C V r,2p-s (8.11) 

Note that the submodules in (8.10) and (8.11) coincide by the symmetry property 
(7.66): V2p'+r.s == V p'-r,3p-s and V r,2p+s == V3p'-r,p-s. Hence the direct sum of the 
two modules is a quotient 

Vp'+r,p-s Ef) V r,2p-s = Vp'+r,p-s U V r,2p-sl[V2p'+r.s Ef) V r,2p+s] (8.12) 

Iterating this, we find the infinite ladder of inclusions of modules, depicted 
in Fig. 8.1. At each step, the two Verma modules have two common maximal 
submodules, given by the Kac determinant formula; whose intersection contains 
in tum two maximal submodules, and so on. The irreducible representation Mr.s 
(8.9) is therefore obtained as the following succession of subtractions and additions 
of modules 

Mr,s = Vr.s - (Vp'+r,p-s U V r,2p-s) + (V2p'+r.s U Vr,2p+s) - ... (8.13) 

We note that the first subtraction ofVp'+r,p-s UVr,2p-s is too large, because we have 
to subtract the two maximal submodules V2p'+r.s and V r.2p+s from the intersection 
Vp'+r,p-s n V r,2p-s, and this phenomenon propagates along the ladder of Fig. 8.1. 



242 8. Minimal Models II 

I",)/Ip'>,..-,)X" (2p~r,s) ... X" (kp't-r,(-1)kS +[l-{-1)kjp/ 2) ... 

~ k k 
(r,2p-s) .. (r,2p+s) . . . .. (r,kp+(-l) s+[l-{-l) jp/2) ... 

Figure 8.1. The infinite structure of submodules of the Verma module Vr.s(P,p'). Each 
module Va.b is represented by a pair of Kac indices (a, b). Each arrow represents an inclu­
sion: A _ B means B c A, and arrows are transitive. Each module contains two maximal 
submodules. 

8.1.2. Characters 

A simple way of summarizing these repeated subtractions is to write the character 
of the irreducible representation Mr,s' Each Verma module with highest weight h 
and central charge c contributes according to the Virasoro character (7.16): 

qh-cl24 
X(c,h)(q) = qJ(q) (8.14) 

Taking into account all the subtractions of states implied in Eq. (8.13), we find the 
irreducible character 

X(r,s)(q) = q-- qhr,s + L(-ll{q r+kp',(_l)ks+[I-(_l)kJpI2 
-c124 [ 00 h 

qJ(q) k=1 

(8.15) 
where the three terms in the bracket correspond respectively to the Verma module 
Vr,s of the left of the ladder of Fig. 8.1, and the contribution of the modules of the 
top (resp. bottom) of the ladder weighted by a sign ( -1)k enforcing the successive 
additions-subtractions along the ladder. The irreducible character (8.15) can be 
reexpressed in terms of the functions 

-1/24 
KZ,p')(q) = q-- Lq(2Pp'n+pr-p's)2/4pP' (8.16) 

qJ(q) neZ 

as 

(8.17) 

The small q expansions of the characters for the minimal models discussed in 
Sect. 7.4 are displayed in Table 8.1, up to order 6. The Kac indices (r,s) for the 
representations have been chosen in such a way that the product rs is minimal. 
Indeed, comparing these expansions with that of lIqJ(q) 

1 
(8.18) 
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Table 8.1. Expansion of a few minimal characters up to order 6. 

(P,p') 

(5,2) 

Yang-Lee 

(4,3) 

Ising 

(5,4) 

Tricrit. 

Ising 

(6,5) 

3-state 

Potts 

h l •1 =0 

h l •2 = -2/5 

h l •1 =0 

h2•1 = 1116 

h l •2 = 112 

h l •1 =0 

h 2•1 = 7/16 

h l •2 = 1110 

h l.3 = 3/5 

h 2•2 = 3/80 

h 3•1 = 3/2 

hl,l = 0 

h2•1 = 2/5 

h 3•1 = 7/5 

h1,3 = 2/3 

h4•1 = 3 

h2•3 = 1115 

1 + q2 + q3 + q4 + q5 + 2q6 + ... 
1 + q + q2 + q3 + 2q4 + 2q5 + 3q 6 + ... 

1 + q2 + q3 + 2q4 + 2q5 + 3q6 ... 

1 + q + q2 + q3 + 2q4 + 2q5 + 3q6 + .. . 
1 + q + q2 + 2q3 + 2q4 + 3q5 + 4q6 + .. . 

1 + q2 + q3 + 2q4 + 2q5 + 4q6 + ... 
1 + q + q2 + 2q3 + 3q4 + 4q5 + 6q6 + .. . 
1 + q + q2 + 2q3 + 3q4 + 4q5 + 6q6 + .. . 
1 + q + 2q2 + 2q3 + 4q4 + 5q 5 + 7q 6 + .. . 
1 + q + 2q2 + 3q3 + 4q4 + 6q5 + 8q6 + .. . 
1 + q + q2 + 2q3 + 3q4 + 4q5 + 6q6 + .. . 

1 + q2 + q3 + 2q4 + 2q5 + 4q6 + ... 
1 + q + q2 + 2q3 + 3q4 + 4q5 + 6q6 + .. . 
1 + q + 2q2 + 2q3 + 4q4 + 5q 5 + 8q6 + .. . 
1 + q + 2q2 + 2q3 + 4q4 + 5q 5 + 8q6 + .. . 
1 + q + 2q2 + 3q3 + 4q4 + 5q5 + 8q6 + .. . 
1 + q + 2q2 + 3q3 + 5q4 + 7q 5 + l(kl + .. . 

it is easy to verify that the first singular vector in each representation occurs at 
level rs, whereas the second one occurs at level (p - r)(p' - s). 

§8.2. Explicit Form of Singular Vectors 

In this section, we give an explicit construction of the singular vector at level 
r in the Verma module Vr•lo with hand c as in Eq. (8.2). The result appears in 
Eq. (8.26) below, in the form of the determinant ll.r.1 of a matrix operator expressed 
in a representation of su(2) of spin (r - 1)/2. More precisely, the singular vector 
Ihr •1 + r) is obtained by acting on the highest-weight state Ihr •l ) with this operator 
I::.r.1 • Such a representation is easily obtained in the classical limit c -+ - 00 of the 
Virasoro algebra,2 where the limits of (r, 1) singular vectors are associated with 

2 This limit may be taken by sending t --+ 0 in Eq. (8.2). Note that the dimensions hr.s (t) diverge in 
this limit, unless s = 1. 
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covariant differential operators. In this limit, the highest-weight property translates 
into the fact that the state behaves as a true differential form, with weight 

l-r 
lim hr•1 = --

C-+-OC) 2 

The limit of the singular vector expression simply means that a differential form 
of weight (1 + r)/2 (the classical limit of Ihr•1 + r» is obtained by acting on a 
differential form of weight (1 - r)12 (the classical limit of Ihr•1» with a covariant 
differential operator of degree r (the classical limit of ~r.1). The expression of 
covariant differential operators in the form of a determinant, using su(2) repre­
sentation matrices, is natural in this classical context, since a covariant differential 
operator of order r is naturally expressed as the determinant of an r x r matrix 
differential operator of first order (see Ex. 8.8 for details). 

The idea here is to write the "quantum" singular vector as the result of the 
action of the formal determinant of a matrix operator, with entries linear in the 
Ln's, on the highest-weight state of V. This matrix itself lives in a spin (r - 1)12 
representation of the Lie algebra su(2). The latter is the r-dimensional irreducible 
matrix representation of su(2): 

which satisfy 

r]'ol· . = ~(r - 2i + 1)~· . ~ t.] 2 t.] 

{ 
l)i.i+1 (j = 1,2, .. , r - 1) 

[Lli.i = 0 
(j = r) 

{ 
i(r - i)l)i+1.j 

[hli.i = 
o 

(i = 1,2, ... , r - 1) 

(i = r) 

[J+,J-l = 210 

[Jo.hl = ±J±. 

For instance, for r = 4, these matrices read 
3 0 0 

jJ Jo=n 1 0 2: 
0 1 -2: 
0 0 

L=G 
0 0 

D 
0 0 
1 0 
0 1 

J+= (~ 
3 0 

D 
0 4 
0 0 
0 0 

(8.19) 

(8.20) 

(8.21) 
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This representation differs from the one generally used in quantum mechanics in 
that the ladder operators J ± are not Hermitian conjugates of each other. Since J + is 
strictly upper triangular and J _ strictly lower triangular. we have (J + Y = (J _ Y = 
O. We consider the r x r matrix operator: 

00 

Dr,l(t) = -L + L(-tT+rL-m-l. (8.22) 
m=O 

whose entries are polynomials in the negative Vrrasoro modes L_ I , L_2 , ••• Only a 
finite number of terms contributes to the sum, since J"+ = O. The operator Dr, I acts 
on r-vectors of states of the form ([I, f2, ... , fr)T. The formal determinant of this 
operator, ~r,1 (t), is defined as follows. The triangular system of linear equations 

(8.23) 

can be inverted, and fo, fl, ... , fr-I become explicit functions of fr. For instance, 
we have 

fr-I = L_Ifr 

fr-2 = [L~I - (r - 1)tL_2]fr 

fr-3 = [L~I - t(r - 1)L-IL_2 - 2t(r - 2)L_2L_I 

+ 2r(r - 1)(r - 2)L_3]fr 

and so on. The formal determinant operator applies fr to fo 

fo = ~r,1 (t)fr, 

and by a slight abuse of notation we denote it by 

With this definition, we find 

~I,I(t) = L_I 

~2,I(t) = L~I - tL_2 

~3,1(t) = L~I - 2t(L_ IL_2 +L-2L_I) + 4t2L_3 • 

The state 

(8.24) 

(8.25) 

(8.26) 

(8.27) 

(8.28) 

will now be proved to be a singular vector of the Verma module Vr,l at level r. To 
verify this, we need to prove that IXr) satisfies the highest-weight condition 

n~O (8.29) 
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As mentioned earlier. it is actually sufficient to prove it for n = 0, 1,2, since the 
condition LnIXr} = 0 (n > 2) can be obtained from LdXr} = L 2IXr} = 0 by 
commutation of L, and L2. In other words. for n > 2. 

1 (_l)n-2 
Ln = - n _ 2[L"Ln-d = (n _ 2)!ad(L,)n-2~, (8.30) 

where the adjoint action of an operator x is defined as 

ad(x)y = [x,y] (8.31) 

We thus proceed in three steps: 
(i) LoIXr) = (hr.' + r)IXr). Using the definition of the formal determinant (8.25). 
we start from the state (,. = Ihr.,). and build Ii. i = r - 1, r - 2, ... ,0, fo = IXr}. 
It is clear by construction that Loti = (hr.' + r - j)tf. hence the property follows 
forfo = IXr). 
(ii) L,IXr} = O. The operator L, acts on the components ti as 

j(r - j) . 
L,ti = -2-[(2} + 3 - r)t - 21ti+I> (8.32) 

for j = O,I, ... ,r - 1. Upon extending the linear space by one dimension. and 
introducing an extra component (,.+,. this holds also for j = r. This enables us to 
set f,.+, == O. in which case we simply get the highest-weight condition L,(,. = 
L,lhr., (t)) = O. Eq. (8.32) is easily proven by recursion on j. We get the desired 
result for j = O. 
(iii) ~IXr} = O. As in the previous case. the operator ~ acts recursively on the 
components fi: 

L2ti = ~j(r - j)(j + l)(r - j - 1)[( 4j + 6 - r)t - 7]ti+2, (8.33) 

forj = 0, 1,2, ... ,r-I. We extend thistoj = rbyintroducing an extra coordinate 
(,.+2, but we can set (,.+2 == 0, which translates into the second highest-weight 
condition L 2(,. = ~Ihr.' (t)) = O. We finally get the desired result for j = O. 
This completes the proof of Eq. (8.28). 

A few comments are in order: 
(a) An analogous result holds for the Verma module V',s. if we change simultane­

ously r ++ s and t ++ 1/t. under which c(t) remains unchanged. 
(b) If we perform explicitly the elimination between the components ti. we get a 

closed expression for the singular vector: 

(8.34) 

(c) It is easy to derive the action of Ln for n > 2 on the vector f = (iJ, ... , (,. )T 
using Eqs. (8.30), (8.32). and (8.33). We find 

3n + 1 3n + 1 n 
Lnf = [(Jo - -2 -) + ~]( -tJ +) f. (8.35) 
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The expressions for the singular vectors of Vr,\ are thus relatively simple. They 
correspond to states located on the boundary of the Kac table. No simple closed 
expressions are known for states located inside the Kac table. However, we shall 
develop in App. 8.A an elementary scheme to write them in all generality. 

§8.3. Differential Equations for the Correlation 
Functions 

Section 8.2 was dedicated to the study and construction of singular vectors of 
Verma modules, which carry reducible representations of the Virasoro algebra. As 
already stated above, the primary fields of a minimal conformal theory are attached 
to highest-weight vectors of such representations of the Virasoro algebra. But we 
actually require that the corresponding representation of the Virasoro algebra be 
irreducible. All singular vectors must therefore be set to zero. This results in a 
highly nontrivial set of constraints. Their consequence on the OPE of conformal 
fields is described in App. 8.A, Sect. 8.A.I. The subject of this section is to analyze 
their effect on the correlators of the primary fields, a point briefly addressed in 
Sect. 7.3. 

Before plunging into this analysis, we emphasize a subtlety concerning the 
field-state equivalence in a conformal theory. Recall that the primary fields cp(z, z) 
are in one-to-one correspondence with products of representations of the holo­
morphic and antiholomorphic (or left and right) Virasoro algebras. In a minimal 
theory, the primary fields will therefore correspond to a pair of Verma modules 
pertaining respectively to the left and right Vrrasoro algebras. Minimality requires, 
as explained before, that both modules have central charge and highest weights of 
the form (7.65), with r,s in the Kac table: 1 ::s r ::s p', 1 ::s s ::s p. Moreover, in 
order to make both representations irreducible, we have to set the singular vectors 
of both modules to zero and we finally get a decomposition of the Hilbert space 
of the theory, as in Eq. (7.72). The two sets of constraints obtained this way are 
factorized, in the sense that they act only on the left (resp. right) part of the pri­
mary fields. Actually, as we shall see below, one can solve independently the left 
and right constraints for any correlator (t/Jo(zo,zo)CP\(z\,z\)" .), in the form of 
several possible left and right conformal blocks 9"(zo, Z\, ... ) and j'(zo, z\, ... ), so 
that the full correlator is a sum of products of left x right blocks of this form. The 
particular association of left x right blocks involves further complications, which 
will be studied in great detail in Chap. 9. In the following, we mainly concentrate 
on the consequences of, say, the left singular vector vanishing conditions on the 
left conformal blocks. 

8.3.1. From Singular Vectors to Differential Equations 

The basic ingredients in the computation of correlation functions in a field theory 
are the Ward identities. They summarize the behavior of any correlator under 
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infinitesimal reparametrizations (cf. Sect. 5.2). The Ward identity (5.41) was used 
in Sect. 6.6.1 to express the correlator of a descendant field in terms of the correlator 
of the primary, acted on by a string of differential operators. These are Eqs. (6.152) 
and (6.156), which we repeat here: 

(4)~-rl ..... -rk)(ZO)4>1 (ZI)' .. ) = £-rl (Zo)' .. £-rk (Zo) (4)o(ZO)4>1 (ZI) ... ) (8.36) 

We drop the explicit dependence of the fields on the antiholomorphic variable i, 
as the equations involve only the holomorphic dependence. 

We suppose that the left Virasoro representation of 4>0 is a reducible Verma 
module V(c, ho), with a singular vector at level no given by 

Ic,ho +no} = L ayL_ylc,ho} 
Y.IYI=no 

where Y stands for3 

Y = {r" ... ,rk} with 1 ~ rl ~ r2 ~ ... ~ rk 

IYI = rl + ... + rk (8.38) 

L_y == L-rIL-rz '" L-rk 

Setting to zero this singular vector, we get E ay L_y4>o = 0, which, inserted into 
a correlator, leads to 

L ay£_y(Zo)(4>o(zo)4>1 (ZI)" .} = 0 
y 

(8.39) 

We used the Ward identity (8.36) to rewrite the singular vector vanishing condition 
as a differential equation, with £_y == C-rl ... C-rk • Let ~o = Ly ay L_y denote 
the operator that creates the singular vector in V(c, ho). The differential equation 
(8.39) is obtained by acting on the correlator (4)0 (ZO)4>1 (ZI) ... } with the differential 
operator4 

(8.40) 

The differential equation (8.39) can be further simplified by using the global 
conformal invariance of the correlator (see Sect. 5.2.2). The SL(2, C) invariance 

3 The symbol Y refers actually to Young tableaux. In this language, Tj denotes the number of boxes 
in the j line of the tableau, counted from the bottom to the top. 

4 This should be compared with the substitution (S.17S) used in App. S.A, in the discussion of 
the operator product coefficients: Eq. (S.40') actually coincides with (S.17S) in the case of two-point 
functions, and expresses the transfer of the action of do from the point zo to the other points Zi. 
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of the correlator can be recast into the three differential equations (5.51), which 
we reproduce here: 

i=O,I, .. 

i=O,I, .. 

i=O,I, .. 

They are easily solved as 

(r/>o(ZO)t/>I(ZI)"') = (n(Zi -Zj)llii}G({Zf!}) 
1<1 

where J-Lij is any solution of 

LJ-Lij = 2hi 
j#i 

and G is an arbitrary function of the anharmonic ratios 

zll = (Zi - Zj)(Zk - Z/) 
11 (Zi - Z/)(Zk - Zj) 

(8.41) 

(8.42) 

(8.43) 

(8.44) 

Another way of writing the solution (8.42) is to fix the SL(2, C) gauge, by sending 
three points of the correlatorto fixed values, forinstanceZI --+ O,Z2 --+ 1,z3 --+ 00. 

We now illustrate Eq. (8.39) in a few cases. For V(c,ho) = V2,t. degenerate at 
level 2, we have 

(8.45) 

Hence 

{a; - t L [( .: )2 - ~aZi]} (t/>(2,O(Z)t/>I(ZI)t/>2(Z2)"') = 0 (8.46) 
i=I,2,.. ZI Z ZI Z 

This is a second-order partial differential equation, obtained previously in 
Eq. (7.47). It admits two linearly independent solutions. Singular vector vanishing 
conditions for the other fields should be implemented as well, further constraining 
the correlator. 

For V(c,ho) = Vr,l (the label 0 is then replaced by the label (r,1) in yand 
~), which is degenerate at level r, we have the explicit differential operator (see 
Sect. 8.2) 

Yr,I(Zi, az) = 

det [-1- + azo + L(-thr L ( . :m;m+1 - ( . _1 )m aZi )] 
m;::1 i;::1 ZI Zo ZI Zo 

(8.47) 
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expressed as a formal determinant in the manner ofEq. (8.26). It leads to the partial 
differential equation of order r 

(8.48) 

Using the definition of the formal determinant (8.25)-(8.26), we can translate 
Eq. (8.48) into a matrix differential system 

(8.49) 

for the r-vector r = (fl,h, ... ,fr)t, whose last component is the desired correlator 

Each component {p is a correlator involving a level r -p descendant of l/Jo, expressed 
as the action of a differential operator of order r - p on the correlator f,.. 

The differential equation (8.39) is somewhat involved in general. However, in 
the cases of two-, three- and four-point functions, it can be transformed, using 
global conformal invariance, into an ordinary differential equation in the variable 
Z =Zo. 

8.3.2. Differential Equations for Two-Point Functions in 
Minimal Models 

As already noted before (cf. Sect. 4.3.1), the global conformal invariance (8.41) 
almost fixes the two- and three-point correlators. Actually they are fixed up to 
some multiplicative constant, which might be zero. The aim of the present section 
is to exploit the differential equation satisfied by a two-point function of primary 
fields to get a useful sum rule (Eq. (8.55» on the coefficients of the corresponding 
singular vector. 

The basic requirement for two-point functions is orthonormality:5 

(8.50) 

It is instructive to check that this expression is compatible with the differential 
equation (8.39): 

( (r -l)ho 1 ) 
80 L-r ~ ( ) - ( ) -I 8w (l/Jo(z)l/Jo(w») = 0 w-Z r w-Z r 

(8.51) 

By translational invariance (the first of the three conditions (8.41», the two-point 
function is a function of x = Z - w, subject to 

( (-11 ) 80 Lr ~ xr [(r - I)ho - x8x ] (l/Jo(x)l/Jo(O») = 0 (8.52) 

S Here and in the following. we omit the antiholomorphic dependence of the fields. This is hannless. 
as the differential equations we write are essentially holomorphic. 
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For any nondecreasing sequence of integers Y, the action of C_y(x) on the 
correlator 

(8.53) 

reads 

(-I)IYI k 
IYI n [(ri - I)ho - xax](¢o(x)¢o(O)} 

x i=1 

(-I)IYI k 
= IYI n [(ri + I)ho + ri+1 + .. + rk](¢O(x)</>o(O)} 

x i=1 
(8.54) 

Eq. (8.51) is satisfied if and only if the following sum rule for the coefficients of 
D.o = Ly Cl.yL_y holds 

k 

L Cl.r"r2, .. ,rk n[(ri + I)ho + ri+1 + .. + rk] = 0 (8.55) 
15r,5 .. ::5fk i=1 

I:.r;=no 

This is indeed the consequence of the following necessary condition for the singular 
vector 

L7° L Cl.yL_yle,ho} = 0 
y,IYI=no 

(8.56) 

It is clear that for any sequence rl, .. , rk (not necessarily ordered) of nonnegative 
integers with rl + .. + rk = no, we have 

(8.57) 

where P is some polynomial of ho and the r's. This is due to the highest-weight 
condition on Ie, ho}, ensuring that the result, at level 0, is proportional to Ie, ho}. 
Writing L7° = L7o- 1 L 1, we find a recursion relation for the polynomials P 

k 

P(rl, ... ,rk;ho) = L(ri + I)P(rl, .. ,ri-l,ri -1,Yi+I, .. ,rk;ho) 
i=1 

By the definition (8.57), P satisfies 

P(rl, .. , ri-I, 0, ri+l, .. , rk; h o) 

rho + ri+l + .. + rk]P(rl, .. ,ri-l,ri+l, .. ,rk; h o) 

when r; vanishes. Together with the obvious result for k = 1, no = rl == r 

P(r; h o) = (r + I)!ho 

this determines the P's completely: 

k 

P(rl, ... ,rk; h o) = (no!) n[(ri + l)ho + ri+1 + .. + rd 
;=1 

(8.58) 

(8.59) 

(8.60) 

(8.61) 
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With this value of P, the necessary condition (8.56) yields the sum rule (8.55), up 
to the constant multiplicative factor (no!). Note that the fulfillment of the condition 
(8.39) leads to more sum rules on the coefficients ay (see also Ex. 8.22 for a very 
similar sum rule for OPE coefficients). 

Once the normalization of two-point functions is fixed, all the correlators in the 
theory have fixed normalizations. In particular, the three-point functions are fixed, 
by SL(2,C) invariance, to be of the form (7.49) (x its antiholomorphic counterpart). 
Global conformal invariance does not fix the structure constantsg(ho,h1,h2). We 
have seen in Sect. 7.3 how the differential equations impose constraints on these 
structure constants. The precise study of these constants, following the lines of 
App. 8.A, although straightforward in principle, turns out to be tedious. A simpler 
route consists first in the derivation of the four-point correlators, and then reading 
off the structure constants at coinciding points. 

8.3.3. Differential Equations for Four-Point Functions in 
Minimal Models 

In this section we find the differential equation for the four-point functions of 
minimal models involving ifJ(2.I)' It takes the form of the hypergeometric equation 
(8.71). 

The four-point functions have a more complicated structure than the two- and 
three-point correlators, since global conformal invariance leaves some function 
of the cross ratio of the points undetermined. More precisely, global conformal 
invariance forces the correlator to take the form (8.42) 

{t/>o(zo)ifJt (ZtM2(Z2)ifJ3(Z3» = n (Zi - Zj)/-Lii G(z) (8.62) 
O~i<j~3 

with 

JLij = ~ (thk) - hi - hj, 
k=t 

We still have to determine the function G of the cross-ratio 

(Zo - Zt)(Z2 - Z3) 
Z = -;---~-;---~ 

(zo - Z3)(Z2 - Zt) 

(8.63) 

(8.64) 

With the change of function (8.62), the differential equation (8.39) translates into 
an ordinary differential equation of order no for G(z). 

We illustrate this mechanism in the case V(e, ho) = V2, t, degenerate at level 2. 
We substitute Eq. (8.62) into Eq. (8.46), and use the action of the derivatives aZi 
on Eq. (8.62): 

aZo = ~+~+~+azo(z)az 
Zo - Zt Zo - Z2 Zo - Z3 

aZI = -~+~+~+aZI(z)az 
Zo - Zt Zt - Z2 Zt - Z3 

(8.65) 

aZ2 = -~ -~ + ~ + aZ2 (z)aZ 
Zo - Z2 Zt - Z2 Z2 - Z3 
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with 

aZQ(Z) 
(Z3 - ZI)(Z2 - Z3) 

= (Z2 - ZI)(ZO - Z3)2 

az.(Z) 
(Zo - Z2)(Z2 - Z3) 

= 
(Zo - Z3)(Z2 - zd2 

aZ2 (Z) 
(ZI - Z3)(ZO - ZI) 

= (Zo - Z3)(Z2 - ZI)2 

(8.66) 

aZ3 (Z) = 
(Z2 - Zo)(Zo - ZI) 

(Z2 - ZI )(Zo - Z3)2 

We also need to rewrite the action of a;o in tenns of Z 

a2 = /LOJ (/LOI - 1) + /L02(/L02 - 1) + /L03(/L03 - 1) 
1.0 (zo - ZI)2 (Zo - Z2)2 (zo - Z3)2 

+2[~ + ~ + ~]azo(z)az 
Zo - ZI Zo - Z2 Zo - Z3 

(8.67) 

+ a;(z)a1. + (aZQ(z»)2 a; 

Upon all these substitutions, the prefactor of G(z) in (8.62) can be factored out of 
the differential equation. Once this is done, we can take the limits ZI -+ 0, Z2 -+ I, 
and Z3 -+ 00, hence Zo -+ Z, and we are left with an ordinary differential equation 
for G(z). The latter is then obtained from Eq. (8.46) through the substitutions 
(8.65), (8.66), and (8.67), which, in the above limits, read 

/L02 
aZ2 = - --1 + /LI2 + zaz z-
aZ3 = 0 

/LOI (/LOJ - 1) /L02(/L02 - 1) fi = + ----,,...----,-,,...-
1.0 Z2 (z - 1)2 

+ 2[/LOJ + /L02 ]a + a2 
Z z-1 1. 1. 

This leads finally to the equation 

{ !a2 + [2 /LOl + 2 /L02 + 2z - 1 ]a + /LOJ (/LOl - 1) 
t 1. tz t(z - 1) z(z - 1) 1. tz2 

(8.68) 

+ /L02(/L02 - 1) + /LOl - hI + /L02 - h2 _ /Ll2 }G(Z) = 0 
t(z - 1)2 Z2 (Z - 1)2 Z(Z - 1) 

(8.69) 
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This equation simplifies a great deal when expressed in terms of the function 

H(z) = ZiJ-OI (1 - Z)iJ-02 G(Z) (8.70) 

for which we have 

{ ~i}2 + 2z - 1 i}z _ hI _ h2 + ho + hI + h2 - h3 } H(z) = 0 
t Z Z(z - 1) Z2 (Z - 1)2 Z(Z - 1) 

(8.71) 
This can be transformed into the so-called hypergeometric equation, and thereby 
solved in terms of hyper geometric functions (Ex. 8.9, 8.10, 8.11, and 8.12 below, 
give a detailed illustration of this transformation and show how to obtain the 
solutions of the differential equation (8.71) in a few explicit cases. A more general 
study of the solutions to Eq. (8.71) will be performed in Sect. 9.2.3.) 

More generally, a correlation function involving the operator q,(r,s) will satisfy 
a differential equation of order rs, obtained by transforming the singular vector 
condition at level rs into a differential operator of order rs. In general, there will be 
rs independent solutions to this differential equation, referred to as the conformal 
blocks of the correlation function under study. The full correlator is a sesquilinear 
combination of these blocks (a sum of holomorphic x antiholomorphic solutions 
to, respectively, the differential equation and its complex conjugate). Fixing this 
combination can be done by using the symmetry of the correlation function under 
the permutation of its fields. This relates different sesquilinear combinations of 
the same conformal blocks, and completely fixes their relative coefficients. This 
procedure will be described in Chap. 9. 

An important remark is in order: rs may not be the lowest order of the differen­
tial equation satisfied by the correlation function (8.42). Indeed, the equivalence 
q,(P' -r .p-s) == tP(r,s) shows that this correlation should also satisfy a differential 
equation of order (p' - r)(p - s). One can slightly simplify the problem by sim­
ple eliminations between the two differential equations. Set rs = N, and suppose 
(p' - r)(p - s) = N + a. By differentiating the first equation a times, we can 
eliminate the highest-order term in the second one by taking a suitable linear 
combination of the two. This reduces by one the degree of the second equation. 
Reiterating this process should in principle reduce the degree of the differential 
equations we started with. Of course, it can happen that at some step the two equa­
tions are no longer independent, which means that the lowest possible order has 
been reached. 

Solving the differential equations above should lead to a complete determination 
of correlators in a minimal theory. However, a more efficient approach to the 
calculation of conformal correlators is provided by the Coulomb gas formalism 
described in Chap. 9. The latter is more constructive, in the sense that correlators 
are directly built from the singular vector conditions. Therefore, the differential 
equations derived in this section will be automatically satisfied. In the end, this will 
provide a beautiful and systematic way of solving the equations (8.39) by means 
of contour integrals of free boson correlators. 
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§8.4. Fusion Rules 

The primary fields of a minimal theory correspond to highest weights in the Kac 
table (7.65). The object of this section is to derive the fusion rules between all such 
states, namely, to find which primaries and descendants are created by the short 
distance product of two given fields. The differential equations of the previous 
section provide a systematic way of studying fusion rules. Those of the (p, p') 
minimal theories turn out to be polynomially generated by the fusions of the two 
fundamental fields t/J(2,1) and t/J(t,2), as stated in Sect. 7.3. 

8.4.1. From Differential Equations to Fusion Rules 

The differential equations for correlators can be used to derive the fusion rules of 
the minimal conformal theories. In this subsection, we use this path to obtain the 
fusion rules (8.84) for the degenerate field t/J(r,I)' 

On the one hand, we have the OPE (8.141): 

</>o(Z)t/JI(W) = (z _w)h-hl-ho Lg(ho,hl,h) 
h 

x L(Z - w)IYlfJy(ho,hl,h)L_yt/J(w) 
y 

(8.72) 

(we dropped the right, or antiholomorphic contributions for notational simplic­
ity), involving the structure constants g(ho, hI, h). Determining the fusion rules 
amounts to finding the values of h present on the r.h.s. of (8.72) in terms of ho and 
hI. 

On the other hand, we have the differential equation (8.39) for the correlator 
(</>o(ZO)CPI(ZI)" .). Substituting the above OPE in the correlator, we obtain a set 
of constraints for the coefficients g and fJ, in the form 

Lg(ho, hI, h) L fJy(ho, hI, h)YO(Zi, dz) 
h y (8.73) 

x (zo - ZI)h-h l -ho+1Y1 ([L-ycpl(zl)c/>2(z2)' .. ) = 0 

The leading term when Zo ~ ZI corresponds to IYI = 0, fJ = I, h maximal, and 
also to a maximum number of derivatives with respect to Zo or ZI, and/or powers of 
(Zo - ZI)-I taken from Yo. This leading term yields a nontrivial equation relating 
h to ho and hI, expressing a fusion rule of the theory. 

Take, for instance, the case V(c,ho) = V2,1' In the four-point function (8.62), 
the leading contribution to Eq. (8.73) is made of three terms: d;o' (zo - ZI )-2, and 
(zo - ZI)-Idzo, which give the constraint 

1 
-(h - ho - hd(h - 1 - ho - hI) + (h - ho - hI) - hI = 0 
t 

(8.74) 
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This constraint is equivalent to Eq. (7.50), written in a different notation. We recall 
that 

(8.75) 

and hI is a weight of the minimal Kac table (7.65) of the form hI = hr,At), with 
t = pIp'. The quadratic equation (8.74) for h is easily solved 

I-t2 I-t2 
(h -ho -hI - -2-) = (-2-) +thl 

and the two solutions have the simple form 

h = hr+E,s(t) 

This implies the following allowed fusions: 

= (tr -5)2 
2 

E=±1 

4J(2,l) x 4J(r,s) = 4J(r-I,s) + 4J(r+I,s) 

(8.76) 

(8.77) 

(8.78) 

As mentioned in Sect. 7.3.1, the above is by no means an equality between fields, 
it is rather an abusive way of describing the allowed fusions and should be taken 
as such. Strictly speaking, we derived the fusion rule only for the larger of the two 
values of h, as we looked only at the leading term in Eq. (8.73). However, we note 
that 

hr+I,s(P,p') - hr-I,s(P,p') = r P - 5 
p' 

(8.79) 

which, for (r, 5) in the Kac table, never takes an integer value. Therefore, the two 
leading terms of Eq. (8.73) pertaining to either values of h can never be mixed 
with descendant contributions, which all have integer-spaced weights with respect 
to h. Hence both terms are present, except if one of the indices is outside of the 
Kac table, in which case the corresponding fusion is forbidden (the corresponding 
state is not in the theory under consideration). 

More generally, we take V(c,ho) = Vr,l, degenerate at level r. Starting from 
the differential equation (8.48) for the correlator, with the differential operator 
Yr,l (Zi, a~:;) defined in Eq. (8.47), we substitute the OPE (8.72) and look for the 
leading contribution as Zo ---+ Zl. This procedure is equivalent to retaining only the 
terms involving powers of (zo - Zl), azo' and aZI in Yr,l' This amounts to replacing 
Yr,l by Yr,l, defined by the substitutions 

L (r -l)hl 1 
-r ---+ ( ) - ( ) I aZI Zl - Zo r Zl - Zo r- (8.80) 

L-I ---+ az 

into the operator ~r,l (t) of Eq. (8.26). The operator Yr,l acts on the leading term 
z"-ho-h l of the OPE. Comparing this situation. with that of Eqs. (8.178)--(8.179), 
we see that the leading action of the operator Yr,l on the leading piece of the 
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correlator is exactly given by the determinant Or,1 (A, J..L) (see Eqs. (8.195)-(8.196), 
with ).. = -hI and J..L = ho + hI - h), given by 

(Or,I)2 = 11 {[ho + hI - h + (r - m)(1 - tm)] 

r+ I 2} x [ho +hl - h + (m + 1)(1 - t(r + I - m»] - 4 It(-2- - m) 

Therefore the fusion is allowed if and only if 

(PI =0 r, 

Substituting the values 

r -I I-r 
ho = hr I (t) = --t + --, 4 2 

P-I [2-1 I-kl 
hI = hk z(t) = --t + -4t + --, 

'4 2 

(8.81) 

(8.82) 

(8.83) 

in the condition (8.82) leads to a very simple result: The allowed fusions for k ~ r 
andk+r~p'are 

<P(r,I) x <P(k.Z) = 
k+r-I 

L 
m=k-r+1 

m-k+r-I even 

<P(m,l) (8.84) 

Working out the details of the derivation ofEq. (8.84) is left as an exercise (Ex. 8.15) 
at the end of this chapter. If k is larger than r or p' - r, Eq. (8.84) becomes more 
involved. The complete result will be derived in Sect. 8.4.3. 

8.4.2. Fusion Algebra 

The concept of fusion rules leads to the definition of fusion numbers Nil E {O, I} 6 

as the characteristic functions of the structure constantsg(hi,hi,hk) in Eq. (8.72). 

Ni/ = {O 
I 

iff g(hi,hj,hk) = 0 

otherwise 
(8.85) 

We use the indices i, j, k as a shorthand notation for the corresponding conformal 
dimensions hi, hi, hk • In the particular case of minimal models, the index i stands 
for Kac indices (r,s), but the concept of a fusion algebra applies to more general 
situations; hence, one should simply think of the index i as labeling the primary 
fields (more precisely, its holomorphic, or left part). Here again, we concentrate 
on the holomorphic dependence of the fields. The same numbers describe allowed 

6 We stress that, in full generality, the fusion numbers may be larger than one, but it is not so for 
the Virasoro minimal models. Ultimately, this reflects the absence of multiplicity greater than one in 
ordinary tensor products of representations of 5u(2), as will be made clear in Chap. 18. 
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fusions of the modules of the right Virasoro algebra. The full fusion numbers fac­
torize as Meft x Nright • To these fusion numbers there corresponds an abstract notion 
of fusion algebra, namely a commutative and associative algebra with generators 
cfJj, j = 1, ... , r, an identity element cfJt = I (the identity field), and a product x, 
defined by the multiplication rules 

cfJi X cfJj = L Nl cfJk 
k 

In particular, the product with the identity cfJt implies that 

Nit k = 8i.k 

and the commutativity of the product simply means that 

Nil = N/ 

(8.86) 

(8.87) 

(8.88) 

A direct consequence of the associativity of the OPE of primary fields is the 
associativity of the fusion algebra. We have 

and 

cfJi x (cfJj x cfJd = cfJi x L Njk I cfJI 
I 

= L Njk l Nir cfJm 
I,m 

(cfJi X cfJj) x cfJk = L Nil cfJI x cfJk 
I 

= L Nil Nik m cfJm 
I,m 

(8.89) 

(8.90) 

Identifying the coefficient of cfJm in both expressions yields (using the commuta­
tivity (8.88» 

LNk/Nir = LNi/Nikm 
I I 

Defining the r x r matrix operators Ni, with entries 

(Ni)j,k = Nil 

(8.91) 

(8.92) 

the associativity condition (8.91) can be rephrased in the sense of an ordinary 
matrix product as 

NiNk = NkNi 

But Eq. (8.91) can also be written in the form 

Ni Nk = LNikl NI 
I 

(8.93) 

(8.94) 
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Hence the N's form a representation of their own fusion algebra. This has much 
in common with the notion of adjoint representation for a Lie group. To make the 
fusion less abstract, it is useful to bear in mind this adjoint matrix representation 
(8.94). Notice that, in this matrix representation, the associativity condition (8.91) 
takes the form of the commutativity condition (8.93). 

8.4.3. Fusion Rules for the Minimal Models 

We return to the minimal models M(P,p') to complete the analysis of their fusion 
rules. The result (8.131) relies on the assumption that the representations with 
highest weights h2,1 and h l ,2 are present in the theory.7 This means that both p 
and p' are larger than, or equal to 3. 

For the sake of accuracy, we replace the labels i by the corresponding pairs of 
Kac indices (r,5) in the fusion numbers (8.85). In particular, 

Nt (m,n) 8 8 
O,I)(r,s) = r,m s,n (8.95) 

The result (8.78) may be recast as 

A r (m,n) 0 (0 0) 
JV(2,I)(r,s) = 0n,s 0m,r+J + 0m,r-J (8.96) 

where it is implied that the Kronecker symbols vanish whenever the exterior border 
of the Kac table (m = 0 or m = p') is reached. There is an analogous relation for 
the (1,2) fusions, obtained by exchanging all Kac indices within the pairs (which 
is the same as the t -+ lit transformation): 

(8.97) 

These are the key relations for the computation of the general fusion numbers 
N(r ,s)(m,n) (k,l) , or equivalently, the matrices N(r,s) defined by Eq. (8.92), with (r, 5) 
in the Kac table. Indeed, our main result will be that the fusions of (2, 1) and (I , 2) 
generate all the others polynomially, meaning that the matrix N(r,s) is a polynomial 
of the matrices N(2,1) and N O,2)' This is intuitively obvious from Fig. 8.2, where 
the (2,1) fusion generates the two horizontal moves r -+ r ± 1, and the (1,2) 
fusion generates the vertical moves 5 -+ 5 ± 1. By recursion on m = r + 5, we 
see that the (r', 5') fusions with r' + 5' = m + 1 are generated by such moves. To 
make this statement more precise, we set 

x = N(2,1) Y = NO,2) 

Eqs. (8.96) and (8.95) translate respectively into the recursion relation 

N(r+I,I) = XN(r,1) - N(r-I,1) 

with the initial conditions 

NO,I) =]I and N(2,1) = X 

(8.98) 

(8.99) 

(8.100) 

7 This may not be the case in general (even for p, p' > 2), since the conformal weights have to 
form only a subset of the Kac table, with possible repetitions of some weights. The whole issue of 
determining consistent field contents for minimal models will be studied in Chap. 10. 
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This is exactly the recursive definition of the Chebyshev polynomials of the second 
kind. usually defined by 

with the recursion relation 

and initial conditions 

Um (2 cos 9) = sin(n:z + 1)9 
s109 

Uo(x) = 1 and UI = x 

This enables us to identify 

Likewise. we find 

(8.101) 

(8.102) 

(8.103) 

(8.104) 

(8.105) 

The finiteness of the Kac table can be expressed as the vanishing of the states on 
its exterior border. namely 

N(r,O) = N(r,p) = N(o,s) = N(p',s) = 0 

This implies, in particular, the two constraints 

I Up'_1 (X) = 0 

p--l 

s 

3 
2 

1 2 3 

, '-., ", t '" 
.......................• ...:~ ...... ,. 

." " 

r 

"'" >,m+l 
m"',<:::""", 

p'-l 

(8.106) 

(8.107) 

Figure 8.2. The Kac table of minimal (P,p') models. The horizontal arrows describe the 
effect of fusion by (2, I), whereas the vertical arrows describe that offusion by (1,2). The 
combination of the two enables us to reach any point of the table by recursion on the value 
ofm = r+s. 
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We now mix the two generators X and Y, and prove by recursion that 

(8.108) 

This is true for NO,I) = 1. Suppose Eq. (8.108) is true for any (r, s) such that 
r + s ~ m. The fusion by (2, 1) then gives 

XN(r,s) = N(r+I,s) + N(r-I,s) 

Therefore, we have, by the recursion hypothesis, 

N(r+I,s) = (XUr-I(X) - Ur- 2(X»)Us- I(Y) 

= Ur(X)Us-I(Y) 

(8.109) 

(8.110) 

where, in the second step, the Chebyshev recursion has been used. Likewise, we 
find 

(8.111) 

Hence the recursion hypothesis is proven for m -+ m + 1 (see Fig. 8.2), 
and Eq. (8.108) holds for any (r, s) in the Kac table. The fusions are therefore 
polynomially generated by X and Y, as announced before. 

Of course, X and Y are subject to the constraints (8.lD7), but this is not all. We 
still have to implement the symmetry (7.66) of the Kac table 

N(p'-r,p-s) = N(r,s) (8.112) 

This is satisfied if and only if 

(8.113) 

In particular, if r = 1 and s = p - 1, we have 

I Up'-2(X) = Up- 2(Y) I (8.114) 

We prove that this condition, together with the constraints (8.107), is sufficient to 
ensure the symmetry (8.113). From Eq. (8.107), it can be shown that 

Up'-2(X)Ur- 1 (X) = Up'-r-I (X) 

This is trivially true for r = 1. Suppose that it is true for r, then 

Up'-2(X)Ur(X) = Up,-iX)(XUr_1(X) - Ur-2(X») 
=XUp'-r-I(X) - Up'-r-iX) 

= Up'-r(X), 

(8.115) 

(8.116) 

which shows that the property (8.115) holds for r -+ r + 1, and therefore for any 
r. A similar argument leads to 

(8.117) 
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for any s. Now, using Eqs. (8.114), (8.115), and (8.117), we derive 

Up'-r-I(X)Us-I(Y) = Up'-2(X)Ur-I(X)Us-I(Y) 

= Vr-I(X)Vp-2(y)Us-I(Y) 

= Vr-I(X)Vp-s-I(Y) 

For s --+ p - 5, this is exactly the desired result (8.113). 

(8.118) 

Summarizing, we found that the fusion algebra Ap,p' of a minimal conformal 
theory with central charge c(P,p') containing the primary fields lP(2,1) and lP(I,2) is 
polynomially generated by X = N(2,1) and Y = N(I,2) as 

(8.119) 

where U is the Chebyshev polynomial of the second kind, and X and Y are 
constrained by the three relations 

(8.120) 

These constraints form an ideal Ip,p' (X, Y) of the ring C[X, Y] of polynomials of 
X and Y, and the fusion algebra is endowed with a quotient ring structures 

Ap,p' = C[X, Y]/Ip,p' (X, Y) (8.121) 

This result is in agreement with the direct computation of the (r, 1) fusion rules 
(8.84). First we note that 

(8.122) 

for any m, n. Hence 

(8.123) 

We compute the fusion of (r, 1) and (m, 1). First, we extend, for convenience, 
the definition of the polynomials V m (x) to negative integers m, by their defining 
recursion relation. For instance, V_I (x) = 0, V_2(x) = -1, and so on. It is easy 
to derive that 

We can prove by recursion on r that 

m+r 
Ur(X)Um(X) = L Uk(X) 

k=m-r 
k-m+r even 

8 See Ex. 8.17 for a summary of the basic definitions of ring, ideal, and quotient. 

(8.124) 

(8.125) 
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where the sum may include negative indices. This relation is trivially true for r = O. 
Suppose Eq. (8.125) is true for r. Then 

m+r 

Ur+I(X)Um(J{) =X L Uk(X)-
k=m-r 

k-m+r even 

m+r 

m+r-I 

L 
k=m-r+1 

k-m+r-I even 

= L (XUk(X) - Uk-I(X») 

= 

k=m-r 
k-m+r even 

m+r+1 

L 
k=m-r-I 

k-m+r+ 1 even 

(8.126) 

The property (8.125) is thus true for r -+ r + 1; hence, it holds for all r. This is in 
agreement with Eq. (8.84), for r :::: m and m + r < p'. We now still have to take 
care of the possible terms with negative indices in Eq. (8.125). They arise ifr > m. 
Thanks to the property (8.124), the net effect of the presence of Um-n U m - r+2, ... 

with negative indices is to cancel the corresponding terms Ur+2- m , Ur - m , ••• with 
positive indices in the sum (8.125). This results in a modification of the lower 
bound in Eq. (8.125) 

m+r 

Ur(X)Um(X) = L Uk(X) 
k=lm-rl 

k-m+r even 

(8.127) 

Moreover, due to the constraint Up'_1 (X) = 0, we have still some polynomials 
whose index goes out of the Kac table whenever m + r ::: p'. To take this into ac­
count, note that the constraint Up' -I (X) = 0 propagates itself through the recursion 
relations of the Chebyshev polynomials to yield a reflection property 

(8.128) 

This shows that, in Eq. (8.125), the terms Um+r , Um+r -2, . .. with indices larger 
thanp' -1 cancel the corresponding terms U2p'-2-m-n U2p'-m-r, . .. with indices 
smaller than p' - 1. This results in a modification of the upper bound of the 
summation in Eq. (8.125). Together with the modification of the lower bound 
(8.127), this yields 

min (m+r.2p' -2-m-r) 

Ur(X)Um(X) = L Uk (X) 
k=lm-rl 

k-m+r even 

We finally get the (r, 1) fusion from Eq. (8.123) 

min (m+r-I.2p' -I-m-r) 

N(r.I)N(m.n) = L N(k.n) 
k=lm-rl+1 

k-m+r-I even 

(8.129) 

(8.130) 
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and the general fusion rules 

min(m+r-I,2p'-I-m-r) min(n+s-I,2p-I-n-s) 

N(r,s)N(m,n) = L L N(k,l) 

k=lm-rl+1 
k-m+r-I even 

This is the result announced in Eq. (7.70). 

1=ln-sl+1 
l-n+s-I even 

(8.131) 

From the above discussion, it is clear that the fusion algebra Ap,p' possesses 
two subalgebras Xp' and Y p , generated respectively by N(r,l), 1 ~ r :::: p' - 1 and 
N(1,s), 1 :::: s ~ p - 1, with respective fusion numbers 

v • No I(q) - Ar (/,1) n.p'. rs = JV(r,l)(s,1) 

"" . No ICp) - A r (1,/) J'p. rs = JV(I,r)(1,s) 

l~r,s,t~p'-l 

1 :::: r, s, t ~ P - 1 

where Xm and Ym are isomorphic. Moreover, the relation 

N(r,s) = N(r,1) N(1,s) 

(8.132) 

(8.133) 

expresses that Ap,p' is the product of the two algebras Xp' and Y p , quotiented by 
the identification N(r,s) = Nrp'-r,p-s), which amounts to the relation (8.114). This 
tensor product structure for minimal models will also be apparent in the study 
of modular transformations of the characters of the irreducible representations 
with weights (7.65), in Chap. 10. The reasons for this are profound, and will be 
elucidated later in this volume. The subalgebras Xp' and Yp are actually the fusion 
algebras of two Wess-Zumino-Witten models underlying the minimal theory. 

A few remarks are in order. We reconsider the Landau-Ginzburg description of 
diagonal minimal theories presented in Sect. 7.4.7, from the point of view of fusion 
rules. As the whole structure is generated from powers and descendants of the basic 
field <I> = <1>(2,2), we also expect the fusion rules of the theory to be generated by this 
field. It turns out that only half of the spectrum of the corresponding minimal theory 
is generated (see Ex. 8.20). More precisely, the intrinsic <I> ~ -<I> symmetry of the 
Landau-Ginzburg Lagrangian em is easily identified in the (m + 1, m) minimal 
theory. The successive odd powers of <I> are ~-odd, and generate a subset of 
the Kac table. Without loss of generality, we restrict ourselves to the (odd,even) 
theories (2k + 1, 2k) and consider the odd powers of the matrix G = N(2,2) in the 
adjoint representation of the (2k + 1, 2k) fusion algebra: the matrices G, G3, • •• , 

G2N-I form a linearly independent system for N = k(k - 1). This is due to 
the two following properties of the matrix G:9 (i) the eigenvalue 0 of Gis k times 
degenerate. (ii) 0 is the only eigenvalue of G that can be degenerate. The dimension 
of the fusion algebra (size of the matrices N(r,s» is k(2k - 1), half the number 
of points in the Kac table; therefore, the minimal polynomial of G (namely, the 
polynomial n(x) oflowest degree, such that n(G) = 0; cf. Ex. 8.18) is of degree 

k(2k - 1) - (k - 1) = 2M + 1 M =k(k-1) (8.134) 

9 See Ex. 8.18 for useful basic properties of matrices and Exs. 8.20--8.21 for proofs of (i)-(ii). 
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which proves the linear independence of G, G3 , • •• , G2M-l . On the other hand, due 
to the fusion rules (7.114), it is clear that each of these odd powers is itself a linear 
combination of some N(r,s), with even s. The latter form a subset of M linearly 
independent matrices; hence, each of them can be expressed as a polynomial of 
<1>, odd under the transformation <I> -+ -<I>. So the odd powers of G generate the 
whole Z2-odd sector of the fusion algebra. 

A last remark: as already mentioned, we have assumed in the above derivation 
that the two primary fields 4J(2,l) and 4J(1,2) belonged to the theory. This might not be 
the case in general. Actually, in the discussion of modular invariance in Chap. 10, 
we shall find more solutions than the one discussed here, among which are the 
so-called D series of minimal models, which contain 4J(2,l), 4J(1,3) but not 4J(1,2) (p 
is even), and some exceptional theories E6 , E7 , and E8, with, respectively, p = 12, 
18,30, which all contain 4J(2,l) but whose Yp subalgebra is generated respectively 
by 4J(1,4), 4J(1,5), and 4J(1,7). All these theories have different fusion rules. We shall 
return to this discussion later. 

Appendix 8.A. General Singular Vectors from the 
Covariance of the OPE 

This appendix is devoted to the complete derivation of singular vectors of the 
Virasoro algebra for minimal models, based on the concept of fusion of Verma 
modules. 

We first investigate the properties of the OPE at the level of representations of 
the Virasoro algebra (Sect. 8.A.I). The principle of the OPE (decomposition of 
the product of two conformal fields onto conformal fields and their descendants) 
translates, at the level of Verma modules, into the notion of decomposition of the 
tensor product of two modules onto other modules. More precisely, the states in 
the modules over which the decomposition is performed are intimately linked to 
those in the tensored modules. This link is essentially due to the covariance of 
the OPE, namely, the fact that both the factor fields and those in the decomposi­
tion have compatible transformation properties under conformal mappings. As an 
application, we show how this covariance constrains the structure coefficients of 
descendant fields in the OPE. 

This leads to the definition of the (covariant) fusion map :F from the tensor 
product of two Verma modules to a third one, which transfers the action of any op­
erator from the states of the tensored modules to their images in the decomposition 
(Sect. 8.A.2). In particular, with a suitable choice of modules, the singular vector 
condition in one of the tensored modules can be transferred to the image modules 
in the decomposition. Our strategy (Sect. 8.A.3) will be to study the particular 
fusion of the Vr,l module with another one, in such a way that the decomposition 
includes the module Vr,s. Then, using the fusion map F, we shall transfer our 
knowledge of the singular vectors of Vr,l onto Vr,s. This will result in a simple 
recipe to obtain the singular vectors of the module Vr,s (Sects. 8.A.5 and 8.A.6). 
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In order for the fusion map :F to be efficiently used, we need to evaluate the 
leading action of the operator ~r,1 on the OPE of ¢(r,I) with another conformal 
field when their positions approach each other. This is achieved in Sect. 8.AA by 
proving Eq. (8.81), instrumental in the derivation of the fusion rules (8.84) of ¢(r,I). 

8.A.I. Fusion of Irreducible Modules and OPE Coefficients 

In this section, we expose a systematic way of computing the OPE coefficients of 
the algebra of primary fields of a conformal theory. The result takes the form of the 
recursion formula (8.156). As shown in Sect. 6.6.3, the operator product expansion 
of two given primary fields gives rise to structure constants (6.168), factorized into 
left and right coefficients, corresponding to left and right representations of the 
Virasoro algebra. We shall concentrate on the left part of this structure. 

We fix throughout the following discussion the central charge c and attach 
isomorphic Virasoro algebras to each point x of the complex plane. The corre­
sponding Verma (resp. irreducible) modules acquire an extra dependence on the 
point x, and are denoted by V(c,h; x) (resp. M(c,h; x». whereas the correspond­
ing highest-weight state reads Ih; x). Through the state-operator correspondence, 
we get holomorphic primary fields fh (x) 

fj,(x) -++ Ih; x), 

subject to the conditions 

d 
L-1fh(X) = dxfh(x) 

La fh(X) = hfh(X) 

Ln fh(X) = 0 (n = 1,2, ... ) 

(8.135) 

(8.136) 

We denote any finite nondecreasing sequence of positive integers 1 ::: rl ::: r2 ::: 
... ::: rk by the single letter Y and set WI = rl + r2 + ... + rk. This provides us 
with a compact notation for 

L-r,L-r2 ... L-rk == L_y 

and we have the field-state equiValence for descendants of the field fh 

L_y fj,(x) -++ L_ylh; x) 

(8.137) 

(8.138) 

That states depend upon a complex variable x is somewhat unusual. Indeed, 
fields are usually considered as operators acting in a fixed vector space with a 
unique vacuum state invariant under global conformal transformations and a unique 
dual vacuum linear form (invariant under the same group). The other point of view 
adopted here is to consider only correlation functions. that is, vacuum expectation 
values of products of fields at distinct points. The latter are analytic functions of the 
argument of one of the fields on the complex plane except at the arguments of the 
other fields. Henceforth identities between fields will be understood as insertions 
into correlation functions. 
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The OPE of two conformal fields has been defined in Sect. 6.6.3. By definition, 
the fusion of two highest-weight modules attached respectively to the fields fo(xo) 
and fl (Xl) (of conformal dimensions ho and hI) onto a third one relative to the 
field f(x) (of dimension h) is possible, if the corresponding three-point function 

(fO(XO)fl(XI)f(X» = g(ho,hJ,h) (8.139) 
(xo -XI)h0+hl-h(xo -x)ho+h-hl(XI _x)hl+h-ho 

is nonzero. This implies selection rules (the fusion rules) on the dimensions 
ho,hJ,h, as discussed in Sect. 8.4. 

We choose the coordinates as 
z 

Xo =X+-
2 

Z 
Xl =x--

2 
(8.140) 

This is not restrictive since any triplet of points can be mapped to the three points 
(x + z/2,x - z/2,x) by a suitable global conformal transformation (we say that 
global conformal transformations act transitively on triplets of points). As z -+ 0 
the product of fields fO(Xo)f1 (Xl) (inserted in correlations) is equivalent to a sum 
of expansions of the form 10 

fO(XO)fI(xd '" ~ {g~~:~II~:) ~zIYIPY(ho,hl,h)L_yfh(X)} (8.141) 

As mentioned above, the choice of the midpoint X = ~(xo + Xl) is by no means 
mandatory and could well be modified using 

fh(X + x') = e!'L_1 fh(x) (8.142) 

without changing the structure of the above expansion (recall that L-I is the trans­
lation operator). However, it has the virtue that the coefficients enjoy the symmetry 
property 

(8.143) 

A global phase, arising from the prefactor Zho+hl-h, has been conveniently 
absorbed in the normalization. 

Likewise, we may define the fusion process among i"educible highest-weight 
modules as a covariant linear map 

(8.144) 

Since we deal with three isomorphic-but not identical-copies of the Vira­
soro algebra, it is not surprising that the product of highest-weight states in 
M(c,ho; xo) ® M(c,h l ; Xl) does not correspond to just the highest-weight state 
in M(c,h; x), but rather to an infinite linear combination 

.r(lc,ho;xo) ® Ic,hl;XI ») = LPy(ho,hl,hlxo,x),x)L_ylc,h;x) (8.145) 
y 

10 The coefficients py were introduced in Sect. 6.6.3 (cf. Eq. (6.168». but the notation used here is 
slightly different: we do not carry indices for the confonnal dimensions (in order to lighten the text) 
and the index Y appears here as a subscript. 
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Note that the above equation corresponds to setting g(ho,hl,h) = 1 (or 0 if it 
vanishes) in Eq. (8.139), which amounts to a multiplicative redefinition of the 
fields. We can equivalently absorb g(ho, hi, h) in the definition of {3y. 

The covariance of :F means the following. We consider a holomorphic map 
x ~ x = y(x) in a common neighborhood U ofxo,xl,X, giving a one-to-one map 
U ~ y(U). The various conformal fields transform as 

(8.146) 

We require that the operator product expansion (8.141) be such that both sides 
have identical transformation properties, namely that the same equation holds for 
quantities with tildes. 

How does this property of fields translate in terms of irreducible modules? We 
will show that it specifies :F completely; in particular it will enable us to compute 
all the coefficients {3y in Eq. (8.145). In other words, local conformal invariance 
fixes the {3y 's completely. For simplicity, but without loss of generality, we restrict 
ourselves to the choice of coordinates (8.140). In this case, :F acts on the tensor 
product of highest-weight states as 

(8.147) 

The covariance condition translates into 

1 ,,_ WI ( f)xo+xl_ 
( )h +h -h ~(xo XI) {3y L_y ( 2 ) -Xo -XI 0 I Y 

(8.148) 

where 

(8.149) 

We need the transformation properties of the descendant fields (L-d) withf pri­
mary. These are most easily obtained by applying the above formula in infinitesimal 
form. We let 

(8.150) 

Withxo = X +zl2 and XI = X - z/2, Eq. (8.148) reduces to 
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{ hOE'(XO) + E(XO)~ + hlE'(xI) + E(XI)~} h ~ h x 
aXo ax l Z 0+ ,-

LzIYlfJyL_y{(x) 
y 

(8.151) 

With the choice 

k::: -1 (8.152) 

where Ek is a small constant, we find that 

(8.153) 

The covariance condition becomes, with k ::: -1, 

[ ( Z)k k (Z)k+l{ 1- (-It a Lk - - (k + 1 )(ho + ( -1) hi) - - -
2 2 2 ax 

+ (1 + (-It) ~)] x Zho+~'-h LziY1fJyL_Y{(x) = 0 
y 

(8.154) 

Since LI and L2 generate by commutators the complete algebra of Lk 's (k ::: 1), it 
is sufficient to impose the two relations pertaining to k = 1 and k = 2. (We note 
also that Eq. (8.154) is tautological for k = -1,0.). For notational simplicity we 
define 

{en = L fJyL_y{ 
IYI=j 

(8.155) 

where (to) is equal to f. The above covariance condition (8.154) translates into 

(8.156) 

It is understood that {(j) == 0 when j < O. In particular, this shows that (to) = { 
is a primary field (it satisfies the highest-weight conditions). This is also obvious 
from the Z -+ 0 limit of the F map 

limz-hF(zholc,ho;xo) ®zh'lc,hl;xI)) = Ic,h;x) (8.157) 
z-+o 

which is a map between highest-weight vectors. The two equations (8.156) are 
recursion (descent) equations, which determine the coefficients fJy completely. 

We illustrate this for the first few values of j. At levell, we have 

((l) = fJ1L_ 1{ 

L1{(l) = 2hfJI{ = (ho - hl)f, 
(8.158) 
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which implies that 

1 
fh = 2h(ho -hI) 

if the determinant KI (e, h) = h does not vanish. At level 2, 

f(2) = (fhIL~1 + {32L-2)f 

L lf(2) = (2h(2h + 1){31,l + 3h{32)f(l) = (~ + (ho ~ h l )2 )f(l) 

e h ho +hl 
L2f(2) = (6h{31,l + (411 + "2){32)f = (4 + 2 )f 

which is inverted toll 

2h2 + h(e - 12.5 + 16£i2) + 2cd2 

{31,l = 8h[16h2 + 2h(e - 5) + e] , 

h2 +h(2.5 -1) +5 - 3d2 

{32 = [16h2 + 2h(e - 5) + e] , 

where 5 = ho + h I and d = ho - hI, provided the determinant 

K2(e,h) = h( 16h2 + 2h(e - 5) + e) 

is not zero. We recognize here the Kac determinant (8.1). 

(8.159) 

(8.160) 

(8.161) 

(8.162) 

This method determines recursively f(m), the component at level m, by solving 
a p(m) x p(m) linear system (p(m) is the number of partitions of the integer m). 
The determinant of this linear system is nothing but the Kac determinant at the 
corresponding level. If the complete determinant does not appear in some of the 
above expressions, this is due to a cancellation of factors between the numerator 
and the denominator. 

If M(e,h) == V(e,h) (Le., if V(e,h) is irreducible, meaning that it does not 
possess singular vectors), then the Kac determinant never vanishes and the coef­
ficients {3y are determined from (8.156) for arbitrary ho,h l . Therefore infinitely 
many fusions of the type V(e,ho) ® V(e,hl) ~ V(e,h) == M(e,h) are allowed 
when V(e, h) is irreducible. This is why finite closure of the OPE algebra of a 
conformal theory is prevented whenever it includes a primary field corresponding 
to an irreducible Verma module. This is also the reason for which minimal models 
include only highest-weight states of reducible Verma modules, of the form (8.2). 

We now consider the case where V(e,h) is reducible: M(e,h) is then the quo­
tient of Vee, h) by invariant submodules arising from singular vectors. When at­
tempting to solve the system (8.156) at level p or higher, where p is the level of a 
singular vector in V( e , h), one can at best hope to determine fCp) up to this singular 
vector or its descendants. This is why we defined fusion among irreducible mod­
ules. Hence, in M(e, h), we work modulo singular vectors and their descendants. 

11 This result should be compared with Eq. (6.181) of Chap. 6: the difference reflects the difference 
in the positions at which the OPE is evaluated: (x + z/2, x - z/2) --.. x here. whereas (z,O) --+ 0 in 
Chap. 6. 
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In other words, the singular vectors can be set equal to zero. Still, we have to make 
sure that the r.h.s. of the linear system (8.156) lies in the range of the linear operator 
on the left. This imposes conditions on the triplet ho,h\,h, which are the fusion 
rules. 

Such selection rules are already apparent at levell, where the Kac determinant 
reduces to h. Since 2h{3\ = ho - hI. the vanishing of the Kac determinant, that is 
h = 0, implies ho = hI. Thus, two modules can have the vacuum (h = 0) sector 
in their fusion rules only if they have equal weights. We thus recover a well-known 
property, which entails that the only nonzero two-point functions of primary fields 
are those involving fields of equal weight. 

8.A.2. The Fusion Map F: Transferring the Action of 
Operators 

We recall that, in order for the fusion to be uniquely defined (up to an overall 
normalization), the target module M(c,h) has to be irreducible. However, we 
have not yet use the irreducibility of the initial modules M(c,ho) and M(c,h l ). 

In the next section we shall examine the consequences of quotienting the initial 
spaces by descendants of their singular vectors, and this will lead us to a procedure 
for generating expressions for the singular vectors of the target module. For this 
purpose, we need to know how the covariant map F acts on descendant states. 
This action is calculated below, and the result appears in Eqs. (8.166) and (8.167). 

We now compute the action of F(L_r ®]I) on Ic,ho;xo) ® Ic,hl;xl)' We use 
the conformal Ward identities (6.156) of Sect. 6.6.1, which translate the action 
of the Lm's on a field inside a correlator into the action of differential operators 
£-m's on the corresponding correlator: 

([L-rl ... L-rJo] (xo)f\ (XI) ... ) = £-rl(xo)··· £-rk (xo) t!o(xo)f\ (x\) ... ) 
(8.163) 

The differential operator £-r(XO) is defined in Eq. (6.152): 

(8.164) 

Eq. (8.163) translates then the expressions of singular vectors into differential 
equations for correlators (cf. Sect. 8.3). The effect of F on L-r ®]I is to transfer 
the action of £-r from the point Xo to the point x = Xo - ~z. A simple way of 
realizing this is to expand £-r(XO) around x as 

(8.165) 
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The last sum is identified with .c-r-k(X) by comparing with the definition (8.164). 
Therefore, we find 

(-It [ Z d] F(L_r ® n) = -- hl(r - 1) + -L_I - Z-d zr 2 Z 

'" (~)k (k + r - 2)L + L- 2 k -r-k 
k~O 

(8.166) 

where the L_m operators on the r.h.s. act at the point x. Moreover, if we exchange 
ho ~ hI and z -+ -z in (8.166), we find the action on the module M(c,h l ) 

1 [ Z d] F(n ®L-r) = - ho(r - 1) - -L_I - Z-d zr 2 Z 

"'(_ ~)k(k+r-2)L + L- 2 k -r-k 
k~O 

(8.167) 

For instance, for r = 1, we have 

( ) d L_I 
F L_I ® n = dz + 2 

( ) d L_I 
F n®L_I = -dz + 2 

(8.168) 

In order to find the action of F on any L_ y, we simply have to iterate the transfer 
process (8.165). This gives a straightforward procedure to write the action of :F 
on descendant states. 

We stress again that nothing is particular to the choice of coordinates (8.14O). 
Taking the points Xo = x + Z and XI = X instead, and writing 

(8.169) 

the above procedure would have led us to 

(8.170) 
and 

(8.171) 

We note how the action on the right module has been simplified. The new descent 
equations (8.156) for the determination of the coefficients py are also simplified. 
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With 

(Ci) = L fJyL_y{ 
WI=; 

the covariance condition takes the form 

[Lk - (ho(k + l)l + Zk+1 az) ] ZhO+~I-h L z/{Ci) = 0 
p~o 

and hence 

LiCi) =(j - 1 + h + ho - hl)fCi-I) 

L:J.{Ci) =(j - 2 + h + 2ho - h l)fCi-2) 
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(8.172) 

(8.173) 

(8.174) 

There is a striking analogy between these last two equations and the action of LI 
and L2 (Eqs. (8.32) and (8.33» on the components of the vector r = (fl, ... ,fr)T. 
This phenomenon will become clear in the next subsection. 

8.A.3. The Singular Vectors Ihr,s + rs): General Strategy 

In the next few sections, we will derive the singular vector of level rs in the module 
Vr.s by using the results of the two previous sections. The results are summarized 
in Sect. 8.A.6 below. The main idea is to use the knowledge of the level-r singular 
vector of Vr,l, and the following fusion among states of the Verma modules 

Vr,1 ® VI.s -+ Vr.s 

to obtain information about the singular vector at level rs in the target module Vr.s, 
by a suitable use of the map:F ofEq. (8.144). 

Consider first the fusion of highest-weight states of the Verma modules 

V(c,ho; xo)® V(c,hl; XI) -+ V(c,h;x), 

namely the fusion 

(8.175) 

where Z = Xo - XI. Suppose that there exists a singular vector tlofo(xo) at level 
no in the first Verma module V(c, ho; xo). ~o is a polynomial of the L_m's, of 
total degree no. Then, using the fusion map of the previous section between the 
highest-weight states of the Verma modules 

V(c,ho + no) ® V(c,h l ) -+ V(c,h') c V(c,h) 

we find 

(8.176) 

where the ""Ci)'s are some descendants off. The leading term ",,(0) on the r.h.s. of 
Eq. (8.176) is, by definition, a state ofV(c,h) at level 0; therefore it is proportional 
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to the highest-weight state f. Two situations may occur. Either ",(0) = const. x f, 
with a nonzero constant; then h' = h, from which we do not learn anything 
about the target module V(c, h). Or ",(0) = 0, in which case the first nonzero 1/Fvo) 
(io > 0) on the r.h.s. ofEq. (8.176) is the highest-weight state of a proper submodule 
V(c, h') c V(c, h), h' = h + ;0, and "'VO) is a singular vector of V(c, h). 

It is now clear that the knowledge of singular vectors of either module V(c, ho) 
or V(c, hi) gives us information about singular vectors of the target module 
V(c, h). The only point to clarify is whether the highest-weight state on the r.h.s. of 
Eq. (8.176) is the highest-weight state f of the target module V(c, h) or one of its 
descendants. We compute the coefficient of proportionality between ",(0) and f. We 
are interested in the leading contribution of the action of the operator ~o(xo) ® ][ 
on the tensor product V(c,ho) ® V(c,h l ). Using again the results of the previous 
section, we can transfer the action of a single L-i at Xo to the target module at x 
by using the substitution (8.166) appropriate to the choice of coordinates (8.140), 
where x = (xo + XI )/2. This substitution reads 

(-11. d 
:F(L-i ®][) = -.-[hIV -1) - zd-] + 0(L_ I ,L_2, ••• ) 

<! z 
(8.177) 

where we denoted by O(L_ I , L_2 , • •• ) all theL_m-dependent terms in Eq. (8.166). 
Since we are interested only in the leading action on the highest-weight state f, we 
keep only the L_m -independent contributions of (8.177), that is, those preserving 
the dimension h of f (i.e., the level 0 action of ~o). Note that the substitution 
issued from the relation (8.170) in the case XI = X and Z = Xo - XI leads to 
exactly the same relation (8.177). The latter is actually independent of the specific 
choice of coordinates, (cf. Ex. 8.24). Therefore, the leading action of ~o(xo) ®][ 

on the product (8.175) is that of the operator 

d d 
Yo(z, dz) == (_I)nozho+h,-h+no ~o[L-r -+ z-r(hl(r - 1) - z dz)] (8.178) 

on the leading term of the r.h.s. of Eq. (8.175), namely 

(0) d 1 
'" = Yo(z, dz) Zho+h,-h f (8.179) 

The substitution implied in Eq. (8.178) has to be carried out carefully because, 
like the L-r's, the substituted operators do not commute and the ordering has to 
be respected. We examine how each substituted operator acts individually on the 
components f{P). We define 

Lrf(P) == to+h,-h(hl(r -I) - z~) 1 '"' zkf(k)I 
dz Zho+h,-h L- zP 

k~O (8.180) 

= (hl(r -1) - p +ho +hl -h)f(p+r) 

The operators Lr (r > 0) carry half of a representation of the so-called Witt 
algebra of the diffeomorphisms of the circle (Vrrasoro algebra with c = 0), with 
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the commutation relations (5.19): 

m,nEZ (8.181) 

The representations W(J..,I1-) of the latter algebra act on an infinite dimensional 
vector space spanned by ({Jp, P E Z, and are labeled by two complex numbers J.. 
and 11-. The action of the generators reads 

(8.182) 

Interpreting Eq. (8.180) in the language of the representation theory of the Witt 
algebra, the above substitution (8.178) corresponds to a representation W(J..,I1-) 
with 

J.. = -hi (8.183) 

8.A.4. The Leading Action of dr.} 

The computation of the leading action (8.179) is still difficult in general. However, 
in the case of the operator 8 r.l(t) ofEqs. (8.22)-(8.25), which creates the singular 
vector at level r in the Verma module Vr•l , we can compute it exactly. This is the 
content of the following result: For the operator 8 r.1 (t) defined in Eqs. (8.22)­
(8.25), the Witt algebra substitution (8.178) with ho = hr. I (t) and no = r, which 
is 

d d 
Yr.I(Z, dz) == (_ltzho+h,-h+r 8 r.I[L-m ~ z-r(hl(r - 1) - z dZ)] (8.184) 

has a leading multiplicative action on the highest -weight state f of the target module 
V(c,h), which reads 

(8.185) 

wherein 

(Or.I)2 = 11 {[ho + hi - h + (r - m)(I - tm)] 

x rho + hi - h + (m + 1)(1- t(r + 1 - m»] (8.186) 

_4hlt(r;l-mYl 

The rest of this section is devoted to a detailed proof of this result. Recall the 
definition (8.26) of 8 r.1 (t) as the formal determinant of the operator ,Dr. I (t) of 
Eq. (8.22). The substitution L-r ~ Lr(J.., 11-) (cf. Eq. (8.182» leads to the formal 
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determinant of the matrix operator Dr, 1 (L_r ~ L r ), namely 

where we used the automorphism 

1± ~ -t~ll± 10 ~10 (8.188) 

to obtain the last equality. We now proceed as follows. We are left with the compu­
tation of the determinant (8.187) ofan operator involving (1-h)-1 and (1-1+)-2. 
These terms imply a proliferation of powers of 1+, which we wish to eliminate. In 
a first step, we will "reduce" the operator by performing an appropriate change of 
basis, in which the term (1-1+)-2 disappears. In a second step, we will dispose of 
the second term (1 -1+)-1 and finally evaluate the determinant. Since the matrix 
1+ is nilpotent (1~ = 0), the matrix 

_ 1 _~y(y+l) ... (y+k-1) k 

Uy - (1 _ h)Y - ~ k! (h) 

is well defined, as well as its inverse U; 1 = U _y. Using the commutation relations 

we find that 

[10, Uy ] = yhUy+1 

[1-, Uy ] = -2yUy+1l0 - y(y + 1)Uy+21+ 

[h,Uy ] =0 

-I ( 1 r - 1 )..h ) 
Uy tJ_ + 1 -1+ (JL + -2- +10) - (1-1+)2 Uy 

1 r - 1 y - ty(y + 1) - A 
= t1- + 1 -1+ (JL + -2- + (1- 2yt)J0 + (1-1+)2 J+ 

(8.189) 
The formal determinant of an operator D may be evaluated in any new basis 
preserving fro The matrix Uy is precisely the matrix of such a change of basis: 
U y and its inverse, which are upper triangular with ones on the diagonal, do not 
modify the highest component f,., nor 

(8.190) 

To eliminate the (1-h)-2 term in (8.189), we pick for y any of the two roots of 

y - ty(y + 1) - A = 0 (8.191) 
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Then, there follows the simple result: 

[ 1 r-l ] 
Or. I (A, 11-) = det tJ - + 1 _ 1+ (11- + -2- + (1 - 2yt)Jo (8.192) 

Finally, we multiply the above by 1 = det( 1 - h) and use the action of 1 ~ _ and 
loon the components k 

l~-ff 
r2 1 

["4 - (10 - 2)2]ff 

= ~(r - 2j + I)ff 
(8.193) 

10ff 

in order to rewrite 

[ 
r2-1 r-l ] 

Or.I(A,I1-) = det tJ -t(-4- +10(1 - 10» + 11- + -2- + (1 - 2yt)Jo 

= 11- + -- - tm(r - m) + (1 - 2yt) nr [ r-l r+I-2m ] 

m=1 2 2 
(8.194) 

with y a root ofEq. (8.191). This expression turns out to be independent of which 
particular solution y we choose. Grouping the terms with m and r + 1 - m in the 
product (8.194), we find, for r even, 

(8.195) 
r + 1 2) x [11- + (m + 1)(1 - t(r + 1 - m))] + 4)..[(-2- - m) 

and for r odd, 

,-I 

Or. I (A, 11-) = (11- + r ; 1 (1 - t(r + 1)/2») n ([11- + (r - m)(1 - tm)] 

r + 1 2) x [11- + (m + 1)(1- t(r + 1 - m»] + 4)..[(-2- - m) 

(8.196) 
The above two cases (8.195)-(8.196) are summarized in a unique formula for the 
square of Or. I (A, 11-): 

[Or. I (A, 11-)]2 = [II ([I1-+(r-m)(1-tm)] 

[ r + 1 2) 
X 11- + (m + 1)(1 - t(r + 1 - m»] + 4At(-2- - m) 

(8.197) 
which, for A = -hI and 11- = h r.1 + hI - h, yields the desired result (8.186). 



278 8. Minimal Models II 

8.A.S. Fusion at Work 

Knowing the singular vector at level r in Vr,1 and using it in the fusion Vr,1 ® 
M(e, hI) --+ M(e,h), we finally arrive at the following result. If 8r,1 = 0, 
(i) The irreducible module M(e, h) does not occur in the fusion 

M(e,hr,1 + r) ® M(e,h l ). 

(ii) The first nonzero term 1/I(ro), ro > 0 On the r.h.s. of Eq. (8.176) is a singular 
vectorin V(e,h). 

(iii) The explicit expression for this singular vector is obtained by transferring the 
singular vector condition from V(e,ho;xo) to the target module V(e,h;x), 
using the formula (8.166) in the case x = ! (xo +x I) or its suitable modifications 
for any other choice of coordinates. 
We can use this result in different ways by making various choices for the 

second module M(e,h l ). In the following, we explore three possibilities, all of 
them with ho = hr,I(t). 

(a) I V2 ,1 ® VO,s --+ VI,s I 

First, it is instructive to recover the expression for the singular vector I Xr} of 
Eq. (8.28) in Sect. 8.2. We take r = 2, and hence 

and we choose 

3 1 
ho == h2,1(t) = i - 2' 

52 - 1 1 - 5 
h == hl,s(t) = --:u- + -2-' 

For A = -h I and /-t = h2, I (t) + hI - h, the determinant 

82,1 (A, /-t) = /-t(/-t + 1 + t) - .l..t 

has two zeros in hI, namely 

{ 
h2,s(t) = ~t + 52 ,;; 1 _ 5 + ~ 

hI = 
t 52 - 1 1 

ho,s(t) = -4 + --:u- + 2 

(8.198) 

(8.199) 

(8.200) 

(8.201) 

According to Eq. (8.2), the first value corresponds to a reducible module, with 
a singular vector at level 2s, whereas the second One corresponds directly to an 
irreducible Verma module. We choose the second possibility, hI = ho.sCt), which 
guarantees that no extra information about possible other singular vectors of the 
second module is overlooked. The above analysis guarantees the existence of a 
singular vector in the target Verma module VI,s. We compute it explicitly. The 
singular vector of V2,1 at level 2 is easily found to be 

(8.202) 
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We thenperfonn the transfer of the action of ~2.I(t)®lIon V2•1 ® VI,s to an action 
on the target module V(e,h). We fix the coordinates to be XI = X, Z = Xo - XI. 

Then, from Eq. (8.170), we have 

d 
F(L_ I ® 1I) = dz 

hi 1 d ~ k 2 
F(L_2 ® 1I) = 2" - -- + L..JZ - L-k 

z zdz k=1 

hence the transferred action on fofl '" f is 

(~2.1 (t)fo)(xo)fl (xd -+ 

(8.203) 

d2 t d 00 1 00 

[- - -(hi - z- + "~L-k] "zPf(P)(x) = 0 dz2 Z2 dz L..J Zho+hl-h L..J 
k=1 P=O 

(8.204) 
whose vanishing is a direct consequence of the vanishing of the singular vector in 
M2.1. Since, in the present case, we have 

I-t = ho + hi - h = (r - 1 + t)12 (8.205) 

we finally obtain 

per - p) f(P) + L L_kf(P-k) = 0 
t k;::1 

(8.206) 

This yields the descent equations (8.174) for r -+ s and t -+ lit, which detennines 
the singular vector oflevel sin VI,s. 

Now we have another understanding of these descent equations. We can follow 
step by step the cascade of equations detennining the formal determinant of ~ l,s (t). 
This requires a slight alteration of the su(2) representation (8.19) used before, by 
exchanging t1+ #- LIt. Then Eq. (8.206) coincides exactly with the descent 
equations obtained by writing 

in components, and identifying Ii == f(r- j ) • 

Eq. (8.206) has yet another interpretation. We define 

T(-)(z) == L~-2L_k 
k;::1 

(8.207) 

(8.208) 

as the negative mode part of the stress tensor T(z). Then we get a second-order 
differential equation for 

F(z) = Zh-ho-h l L zPf(P) 
p;::o 

(8.209) 
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namely 

[~ - ~(hl - Z!!) + T<->(Z)] F(z) = 0 
dz2 Z2 dz 

(8.210) 

(b) I Vr,l ® V1.s ~ Vr.s I 
We set 

r2-1 l-r 
ho = hr,l (t) = -4-t + -2-

52 - 1 1-5 
hI = hl.s(t) = --.u- + -2- (8.211) 

r2 - 1 52 - 1 1 - r5 
h = hr.sCt) = -4-t + --.u- + -2-

for which it is clear that the detenninant (Jr,l (A. = -hI, /L = ho +hI - h) vanishes 
(indeed, one easily checks that the factor corresponding to m = I vanishes in 
Eq. (8.186». In this case, we have to use this infonnation about singular vectors 
of the first and the second module to obtain constraints on the singular vectors 
of the target module. It is important to notice that this infonnation from the first 
and second modules is needed to fully characterize the target singular vector, in 
contrast to the previous case (a) where the singular vector of the first module 
was sufficient. The best we can hope for here is to obtain a system of coupled 
equations determining the target singular vector. Due to this intrinsic complication, 
we prefer to concentrate on the next possibility, in which the second module is 
directly irreducible, so that all the infonnation is exhausted by implementing the 
singular vector condition of the first module. 

(c) I Vr+l,I ® VO.s ~ Vr.s I 
We set 

(r + 1)2 - 1 r 
ho = hr+l,I (t) = 4' t - 2" 

t 52 - 1 1 
hI = ho.sCt) = - - + -- + -

4 4t 2 
r2 - 1 52 - 1 1 - r5 

h = hr.s(t) = -4-t + --.u- + -2-

(8.212) 

for which 9r,I(A. = -h .. /L = ho + hI - h) vanishes (as in case (b), the tenn 
m = 1 vanishes in Eq. (8.186». As in case (a). the second module is irreducible, 
so no extra condition has to be implemented except the singular vector condition 
for Vr,l. The transfer of these conditions to the target module is readily done by 
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substituting for the L_m 's the equations (8.170) 

d 
F(L_ 1 ® II) = dz 
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( -I Y L_I - d "k ( k ) 
F(L-r ® II) = ~ [h 1 (r - 1) + z dz ] + ~ z k + r _ 2 L-k-r 

k:::O 
(8.213) 

This transfers the action of the operator L\r+1,1 (t) on the highest-weight state fo at 
Xo to that of an operator Yr+I,1 (t) at x, on 

F(z;x) = i-ho - h , LzPf(P)(x) 
P:::O 

The target singular vector vanishing condition thus takes the form 

Yr+1,1(t)F(z;x) = 0 

(8.214) 

(8.215) 

This defines in V(c,h) a set of intermediate stages (descent equations) between 
f = f(O) and f(n), the singular vector of the target module. The p-th stage of these 
recursions takes the form 

where "Pol" denotes for each stage some polynomial of the L_m 's acting on the 
highercomponentsf(k), k < p. Forp < rs, this factor does not vanish, and one can 
solve recursively for f(P) in terms of the f(k<p). For p = n = rs, the determinant 
factor er+ 1,1 vanishes again: it is responsible for the fact that at that level the p = rs 
stage expresses directly the vanishing of the singular vector of the target module. 

8.A.6. The Singular Vectors Ihr,s + rs}: Summary 

The reducible Verma modules have highest weights parametrized by two non­
negative integers (r, s) according to Eq. (8.2). If r = I or s = I, there exists a 
singular vector at level s (resp. r), given by L\r,1 (t)lhr,1 (t)), Eq. (8.26). Otherwise, 
letf =[<0) be the highest-weight state in V(c,h),setho = hr+I,I(t),h 1 = hO,s(t), 
and h = hrAt), and define the operator 

[ 
(-11. d 

Yr+t,t(t) == L\r+tl L_J• --+ -.-[ht(j - 1) + z(L1 - d-)1+ 
'~ z 

Then the equation 

" k(k+ i -2) ] + t;, z k L-k-i 

Yr+t,1 (t)Zh-ho-h, L zif(i) = 0 
i:::O 

(8.217) 

(8.218) 
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determines recursively the f(j) 's, for 0 < j < rs in terms of f and yields, at level 
rs, an equation of the form 

Ilr,s(t)f = 0 (8.219) 

up to a multiplicative nonzero factor. Ilr,s(t) is a polynomial of the L_m's of total 
degree rs. This equation defines a singular vector of level rs in the module Vr,s, 
as Ilr,s(t)lhr,s(t)}. Moreover, the intermediate components f<i), 0 ~ j ~ rs satisfy 
the descent equations (8.174). 

The only fact we did not prove in this section (and which is ensured by the Kac 
determinant formula (8.1» is that the Verma modules whose highest weights are 
not of the form (8.2) with (r, s) strictly positive integers are indeed irreducible. 
Fortunately, we did not need this information to carry out a thorough study of 
the irreducible representations of the Virasoro algebra for minimal models, as the 
latter are all based on Verma modules with highest weights of the form (8.2), with 
r,s 2: 1. 

We now give an example of the power of this last result to yield explicit ex­
pressions for singular vectors. Suppose we want to write the singular vector at 
level 2s in the module V 2,s' Following the above recipe, we consider the fusion 
V 3,I ® VO,s -+ V2,s. We start from the expression (8.27) 

1l3,I(t) = L~I - 4tL_IL_2 + 2t(2t + 1)L_3 

and perform the substitutions (8.170): 

d 
L_I -+ dz 

1 d" k 
L-2 -+ 2[h l + z(L_ I - d)] + L Z L-k-2 

Z Z k2:0 

1 d" k L_3 -+ -3"[2h l +z(L_I - d)] + L{k + 1)z L-k-3 
Z Z k2:0 

With 

}. = -hi = -ho,s 

IL = ho + hI - h = h3,1 + ho.s - h2.s = t - 3s12 

we find, in components, 

P 
03,1 {}., JL - P )f(P) = -4t L(p - k - IL)L_kf(k-p) 

k=1 

p 

+ 2t{2t + 1) L{k - 2)L_kf(k-p) 

k=1 

(8.220) 

(8.221) 

(8.222) 

(8.223) 

Using again the slightly modified representation of su(2) obtained from (8.19) 
by exchanging tJ+ ~ LIt, we find the operator 1l2.s which creates the singular 
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vector at level2s in V2,s as the formal determinant 

82.s<t) = det [-.!.-J_(210 + (2t + 1) + L(J+i(21o - (2t + I)k)L_k-l] 
4t k;::O 

(8.224) 

Exercises 

8.1 Prove Eq. (8.17). 

8.2 Dyson-Macdonald identity for the (3,2) minimal model 

a) We consider the minimal model with (p = 3,p' = 2). Compute its central charge. Check 
that the Kac table reduces to the identity operator. 

b) From the Virasoro algebra commutation relations, show that all the conformal 
descendants of the identity operator are themselves singular vectors. 

c) Deduce the value of the character X(1.1) of the (p = 3,p' = 2) minimal model. 
Result: X(1.I)(q) = 1. 

d) Use this result to prove the Dyson-Macdonald identity 

Lqn(6n-1) _q(2n+I)(3n+l) = n(1_qn) 

neZ n~1 

8.3 The limite - 1 of the minimal Virasoro representations. 

a) Compute the limit when m _ 00 of the Virasoro minimal characters X(r.l)(q) for the 
minimal models with (p = m + l,p' = m) (withq < 1). 

b) Assuming that this limit is correct, deduce the structure of the corresponding reducible 
Verma modules at e = 1. 
Result: When h = n2/4, n any nonnegative integer, the module V(e = l,h) is reducible, 
and contains exactly one submodule V(e = 1, h'), with h' = (n + 2)2/4 = h + n + 1. This 
result is exact, and it can be shown that these are the only reducible modules at e = 1. 

8.4 Characters of the full (6,5) minimal model 
Write all the characters of the representations of the minimal model with p = 6, p' = 5 
(only part of them are given in Table 8.1). Check the singular vector structure on the small 
q expansion of these characters up to order 6. 

8.5 Prove by recursion on j that LI and ~ act on fi, as claimed in Eqs. (8.32)-(8.33). 

8.6 Benoit-Saint-Aubin formula for (r, 1) singular vectors 
Compute the determinant (8.26) by simple elimination. The result should take the form of 
a sum over monomials L-nl L-n2 ... L-nk where the indices are not necessarily ordered. 
Rearrange these terms to recover the Benoit-Saint-Aubin formula (8.34). 

8.7 Compute the square of the operator 6. r,l(t) of Eq. (8.26) modulo L_3,L_4, •.• as a 
function of L_I and L-2 only ([L_ I1 L_2] = L_3 = 0). 
Result: 6.r ,l(t) = n~=I(L:1 - t(r + 1 - 2m)2L2). 
Hint: Write 6.r ,l(t) = det(LI + 12.j4tL2), where 12 is defined by 

h =11 ±iJ2 (8.225) 

Conclude by noting that 12 has the same spectrum as 10 • 
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8.8 Covariant differential operators 
Let Fh denote the set of differential forms of weight h in the real variable x. The elements 
of F h are those fields transforming, under an infinitesimal change of variables, as 

ip(x>&' = tP(x)dx" 

A differential operator of degree r 

Dr = d' +a2(x)dr-2 + ... +ar(x) 

where d =: dldx, is said to be covariant if it is a map from Fh to Fh+r. 

a) Prove that h = -(r - 1)/2. 
Hint: Let tPl, ... , tPr E Fh generate the kernel of Dr (the tP's form a basis of the set c1f 
solutions of the differential equation Dr f = 0), then their Wronskian det[tP1-I)(X)]I~i.i~r 
is a constant, that is, an element of Fo• 

b) Prove that the covariance condition amounts to 

Dr = (r + ih(x)lF-2 + ... + t2r(x) = qJ*Drq;-h 

where rp = dxldi; is the Jacobian of the coordinate transformation and d = dldX = qxl. 

c) Deduce the following transformation property of the function a2 under an infinitesimal 
change of variables 

- (-\..1.;;.2 ( )dx2 + r(r2 - 1){ -}dX2 a2 x""'" =a2 x 12 X,X 

where the bracket denotes the Schwarzian derivative 

_ gill (x) 3 (glf(X»)2 
{g(x),x} - g'(x) - '2 g'(x) 

The prime symbol stands for differentiation with respect to x. The function a2(x) is the 
classical analogue of the Virasoro stress tensor. In the following, we set Cr = r(r2 - 1)112. 

d) Show that for a coordinate x where a2(x) = 0, the function b(x) = qI(x)/rp(x) is a 
solution of the Riccati equation 

b'(x) _ b2(x) = a2(x) =: 2s(x) 
2 Cn 

e) Prove that the differential operator 

r-l r-3 r-l 
fl.r = (d + -2-b(x»(d + -2-b(x» ... (d - -2-b(x» 

acts covariantly from F _ ¥ to F 41' 
Hint: It can be written as fl.r = rp{r+1)/2(rp- ld)' rp{r-1)/2. 
Prove that fl.r is a function of s(x) = 4(b' - b2/2) only. 

(8.226) 

Hint: In the expression of fl." change b -+ b + 8b while 2s = b' - ¥ remains fixed, i.e., 
8b' = b8b, then use (d - (a + l)b)8b = 8b(d - ab) to prove that 8fl.r = O. 

f) Prove that fl.r, defined in (8.226), is the formal determinant of the r x r matrix differential 
operator 

Br = -L +dlr - bJo, (8.227) 
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with h and Jo defined in (8.19), and the formal determinant defined as in (8.25). Give 
an alternative proof of the covariance of fl., by studying its action on the components 
(1.(2, ••• ,f, such that 

Hint: Each step Ii --+ Ii-I is covariant (d][ - bJo is called a covariant derivative). 
Show that the formal determinant is invariant under unitary gauge transformations B --+ 
B' = UtBU, U any r x r upper triangular unitary matrix. Apply this to B = B, of 
Eq. (8.227), and U = ebJ+12 to show that fl., is a function of s(x) = ~(b' - ¥) only. 

Hint: B~ = -L + dlI + ~(b' - ¥ )1+. 
The operator fl." as a function of s(x), is the classical analogue of the quantum operator 
fl.,. I (t), which creates the singular vector of V(h,.1 (t), c(t)). The correspondence is known 
as the classical limit of the Vrrasoro algebra, under which t -+ 0+ (i.e., c -+ -00), and 

L_I -+ d 

s(k-2)(X) 
-tL_k -+ (k _ 2)! k = 2,3, ... , 

We recover the above B~ by substituting this in the expression (8.25H8.26) of fl.,. I (t), and 
taking t -+ O. 

g) More generally. prove that the matrix differential operator 

00 

C, = -L +dlI+ LWm+I(X~ 
m=2 

has a covariant formal determinant, provided that the coefficients wm(x) E Fm are differ­
ential forms. Deduce from this that the most general covariant differential operator acting 
from F -(,-1)12 to F(,+ 112) is the formal determinant of 

00 

E, = -J_ +dlI +s(x)1+ + LWm+I(X)1~ (8.228) 
m=2 

where Wm E Fm. and s(x) transforms anomalously under a local change of coordinates as 

Hint: Go to a coordinate where s vanishes; in this coordinate, the operator has the form C" 
and its formal determinant is covariant. Go back to the initial coordinate using the upper 
triangular unitary gauge of (g). 

8.9 Hypergeometric differential equation, hyper geometric function, and integral represen­
tations 
We look for solutions of the hypergeometric differential equation 

z(1 - z)8z 2f(Z) + (c - (a + b + 1)z)8z{(z) - abf(z) = 0 (8.229) 
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a) Writing a series expansion f(z) = Ln>ofnzn find a solution of (8.229). Express it in 
tenns of (a)n, (b)n and (c)n, where -

(X)n = x(x - 1) ... (x - n + 1) 

(x)o = 1 

This is the hypergeometric function F(a, b; c; z). 
Result: 

n = 1,2, ... 

F( b· . ) = ,,(a>n{b)n n a, ,c,z ~ () Z 
n~O en 

(8.230) 

b) Deduce from (8.230) that for a = -n, n = 1,2,3, ... , the hypergeometric equation 
(8.229) admits a polynomial solution of degree n. 

c) Show using (8.230) that 

(c - a>n{c - b)n b dn [b ] (c)n (1 - z)a+ -C-nF(a,b; C + n; z) = dzn (1 - z)a+ -CF(a,b; c; z) 

d) Show that the result of the action of the differential operator 

z(1 - z)az 2 + (c - (a + b + 1 )z)az - ab 

on the monomial 1'-1(1 - t)c-b-l(1 - tz)-a is a total derivative with respect to t. 

e) Deduce that 

[ dt 1'-1(1 - ty-b-l(1 - tz)-a 

(8.231) 

is a solution of the hypergeometric differential equation (8.229), if the complex integration 
contour C is closed, or if it originates and tenninates at zeros of the monomial 1'(1 -
ty-b(1 - tZ)-a-I. 

f) Prove Euler's formula for the hypergeometric function 

F( b· . ) - r(c) 11 dt ..h- I (1 t)C-b-I(1 t )-a 
a, ,c,z - r(b)r(c-b) 0 ,- - Z 

where r(x) denotes Euler's Gamma function 

r(x) = 100 dt r- I e-t 

g) Using the integral representation (8.232), prove that 

F(a,b; c; z) = (1 - z)c-a-bF(c - a,c - b; c; z) 

h) Using Eqs. (8.231) and (8.233), prove that 

(
1 + "'21 _ Z)I-2a 

F(a - 1I2,a; 2a; z) = 

(8.232) 

(8.233) 

(8.234) 
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8.10 Transforming Eq. (8.71) into the hypergeometric equation (8.229) 

a) Write the differential equation (8.71) after a change of function H(z,z) = IZl211111 -
zI 2I12K(z,z). 

b) Find the constraint on PI and fJ2 that allows the differential equation for K to reduce to 
the hypergeometric equation (8.229). 
Result: 

Pi(Pi - 1)lt + Pi - hi = 0 , for i = 1,2 (8.235) 

c) Show that these conditions are equivalent to the fusion rule (7.50), with h ~ ho, h I ~ hi 
(i = 1,2) and h2 ~ h, upon interpreting PI (resp. fJ2) as the leading power of Zo - ZI (resp. 
Zo - Z2) in the OPE of t/Jo x tPl when Zo tends to Zl (resp. t/Jo x tP2 when Zo tends to Z2) within 
the four-point corre1ator (8.42). 
Hint: When letting Zo ~ Zi, i = 1,2 in the four-point function (8.42), the corresponding 
OPE reads t/Jo(Zo) x tPi(Zi) ~ Lh(Zo - Zi)h-ho-h;phi(Zi), and hence Pi = h - ho - hi. The 
quadratic equations (8.235) for Pi are equivalent to those of the (2,1) fusion rule (7.50). 

8.11 Yang-Lee four-point correlation as solution of a hypergeometric differential equation 

a) Write the differential equation (8.71) in the case (p = 2,p' = 5), and ho = hI = h2 = 
h3 = h2,1 = -115, 

b) Transform it into a hypergeometric differential equation by following the lines of Ex. 8.10 
above. 

c) Write the two solutions of the hypergeometric equation corresponding to the two possible 
small Z behaviors (~ Iz 12111 ) of the function H, in terms of hypergeometric functions. These 
are the two conformal blocks of the four-point correlation function. The full correlator 
is a sesquilinear combination of these two functions. The precise determination of this 
combination is postponed to Chap, 9. 
Result: PI = fJ2 = 215 or 115, corresponding respectively to the fusion rules tP(2,1) x </>(2,1) ~ 
I and tP(2,1) x </>(2,1) ~ tP(2,1)' The corresponding conformal blocks read respectively 

F(3/5,415; 615; z), F(3/5, 215; 415; z) (8.236) 

8.12 Energy and spin four-point co"elations in the 1sing model, as solutions of 
hypergeometric differential equations 

a) Write the differential equation (8.71) in the case (p = 4,p' = 3) and ho = hI = h2 = 
h3 = h2,1 = 1/2. 

b) Transform it into a hypergeometric differential equation by following the lines of Ex. 8.10 
above. 

c) Write the two solutions of the hypergeometric equation corresponding to the two possible 
small Z behaviors (~ Izj2l1l) of the function H, in terms of hypergeometric functions. 
Result: PI = fJ2 = -lor 213, which would in principle correspond to the fusion rules 
</>(2,1) x tP(2,1) ~ I and </>(2,1) x </>(2,1) ~ </>(3,1), However, for the Ising theory, the (3, 1) 
representation lies outside of the Kac table, therefore this last fusion is not allowed. This 
will eventually result in a vanishing coefficient for the second conformal block. The two 
conformal blocks read respectively 

F{-2, -1/3; -213; Z) = 1 - Z +Z2, F{413, 3; 813; z) (8.237) 

d) Repeat the above steps for the four-point function of the spin operator, with ho = hI = 
h2 = h3 = hl,2 = 1116. 
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Hint: The fields cP(2.1) and cP(1.2) are exchanged under the substitution t - lit. The two 
resulting blocks. corresponding respectively to PI = fJ2 = -118 (fusion cPO.2) x cP(1.2) -+- I) 
and 3/8 (fusion ¢(1.2) x cP(1.2) -+- cP(1.3». read 

F(3/4, 114; 112; z), F(1/4,3/4; 312; z) 

e) Using (8.234). show that the two conformal blocks for the Ising four-spin correlation 
function read 

8.13 Differential equationfor cP(3.1) 

Write explicitly the third-order differential equation (8.39) for V(c, ho) = V3•1• In the case 
of a four-point function. perform the elimination of azo • aZI' aZ2 and aZ3 in terms of the 
cross-ratio Z = ZOlZ23IZ02Z13 to obtain an ordinary differential equation of third order for 
the four-point correlator H(z, z) = IzI21'OI 11 - zI21'02G(Z, z). 
Result: 

8.14 Sum rule for singular vectors 
Consider a three-point correlator of the form 

where V(c,ho) contains a singular vector at level no. given by 

Ic,ho +no> = L:ayL_ylc,ho> 
y 

(8.238) 

(8.239) 

From the explicit form of the correlator and the singular vector vanishing condition for cPo 
when Zo -+- Z I • deduce a sum rule for the coefficients ay. 

8.15 (r,1) fusion rules in minimal models 
Prove the following formula for the determinant 9r •1 (A, JL) of Eqs. (8.195)-(8.196) with 

A = -hI == -hk,/(t) 

JL = ho +hl - h == hr.l(t) +hk,/(t) - h 

and hk./(t) as in Eq. (8.2) 

r 

9r •1 (A, JL) = (-1)' n (h - hk-r-1+2m./(t)) 
m=1 

This yields the fusion rules (8.84). 
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8.16 Verlinde formula for fusion numbers 

a) We first concentrate on the subalgebra Xpl of the fusion algebra Ap,p' of a minimal model. 
Show that it is isomorphic to the polynomial ring qx ]/Upl_ 1 (x), where U are the Chebyshev 
polynomials of the second kind. Let Nr , 1 ::: r ::: pi - 1 be a (p' - 1) x (p' - 1) matrix 
representation of Xpl, with NI = 1, N2 == N(2,1), N r == N(r,I)' Prove that the matrices N r 

are simultaneously diagonalizable in an orthonormal basis, and compute the unitary matrix 
S of the change of basis. Compute the eigenvalues of Nr in terms of the matrix elements 
Si,j, and deduce the following formula result 

known as the Verlinde formula, An analogous formula holds for the fusion numbers of Yp. 
Result: S . = II sin 1T !L , 

1,/ V P p 

b) Conclude that the (P,p') minimal fusion rules have the form 

pi-I p-I S(i,j) S(i,i) S(k.I) 
M (k.I) = ~ ~ (r,s) (m,n) (i,i) 

(r,s)(m,n) ~ ~ (i,i) , 
i=] i=1 So ,I) 

and compute the matrix elements st:~~. 

8.17 Rings, ideals, and quotients 
A ring R is a group (with operation denoted by + and called the addition), endowed with 
an extra multiplicative law (denoted by· and called the multiplication), which is associative 
and distributive with respect to the addition. A left (resp. right) ideal I c R is a subset of 
R that is stable by left (resp. right) multiplication by any element of R: "Ix E R, y E I, 
x . Y E J (resp. y . x E I). A left and right ideal is simply called an ideal. For any ideal J, 
the quotient ring RlJ is formed by the equivalence classes of the relation::::: over R 

x ::::: y ¢} 3z E J, S.t. X = Y + z 

and endowed with the additive and multiplicative structures inherited from R. 

a) Show that the set of polynomials with complex coefficients of N variables, lC[x], ... , X N ], 

forms a ring for the usual addition and multiplication of polynomials. 

b) Show that for any given polynomial P(x], .. . ,XN), the set of polynomials with P in 
factor,! = P(x], . .. ,XN )lC[x], ... ,XN] is an ideal. 

c) We now restrict ourselves to N = 1. Let P(x) be a polynomial of degree p. Show that 
the quotient ring Q = lC[x]/P(x)lC[x) (often denoted by qx]/P(x» is a finite dimensional 
vector space. Compute its dimension. 
Hint: The equivalence relation::::: is the identity modulo P(x), namely 

p](x)::::: P2 (x) ¢} 3P3(x), such that p](x) = P2(x) + P3 (x)P(x) 

By virtue of the polynomial Euclidian division, the representatives of the classes may be 
taken of degrees 0, 1, ... , p - 1, leading to a p-dimensional vector space. 

8.18 The minimal polynomial of a matrix G 
Let Xc<x) = det(x[ - G) be the characteristic polynomial of a given matrix G. G is 
assumed to be diagonalizable, with r distinct eigenvalues Ai with multiplicities mi. In other 
words, the vector space E over which G acts (E = lR.P, p the size of G) is a direct sum of 
eigenspaces Ei of G for Ai: E = IDi=]Ei , and dim(Ei ) = mi. 
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a) Show that 

xc<x) = D(x - Ai)mi 

i 
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b) Let nc<X) be the monic polynomial of smallest degree s (i.e., of the form nc<x) = 
x' + O(x'-I», such that nc(G) = O. Show its existence and uniqueness. nc(x) is called 
the minimal polynomial of G. 

c) Show that the degree of nc (x) is the dimension of the vector space of matrices generated 
by the successive powers of G. 
Hint: Show that ll, G, G2 , ••• , Gs- I are linearly independent, with s = deg(nc). 

d) Show that the above vector space is nothing but the quotient ring C[x ]/nc (x) (see Ex. 8.17 
above for a definition). 

e) Prove that s ~ r. 

f) Prove that 
T 

nc(x) = D(x - Ai) 
i=1 

Hint: Show that Di(G - Aill) = 0 by restricting its action to the eigenspaces Ej • 

8.19 Fusion algebra attached to a graph 
Given a connected nonoriented graph 9 (a set of vertices v(9) with nonoriented links), one 
defines its adjacency matrix as 

with a, b E v(9). 

{
I if a is linked to b 

Gab = 
, 0 otherwise 

a) Show that G is symmetric, therefore diagonalizable in an orthonormal basis. Assuming 
that all eigenvalues of G are distinct, the unitary matrix S of the change of basis is fixed up 
to a phase, Let E denote the set of labels of the eigenvalues of G. The matrix elements of 
S are Sa,m, with a E v(9) and m E E. Assume also that G has a unit vertex denoted by 
1 E v(9), such that GI,a = /la,ao: 1 is an endpoint of the graph, linked to only one vertex ao. 
Assume also that no matrix element of the form SI,m vanishes. Compute the eigenvalues of 
G in terms of S. 

b) We define graph fusion numbers by the formula 

N, c _ '" Sa,mSb,mS;,m 
ab -!;;E SI,m 

a,b,c E v(g), Prove that these numbers define a commutative and associative algebra A, 
with generators epa, a E v(9) and relations 

CPaCPb = LNabc tPc 
C 

called the graph fusion algebra. Show that the matrices Na, with entries [Na]b.c = Nabc , 

form a representation of A, polynomially generated by G = Nao ' Compute the eigenvalues 
of Na in terms of S. 
c) Let 

P(x) = det(xll- G) 
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be the characteristic polynomial of G. Prove that the graph fusion algebra A is isomorphic 
to the quotient ring C[x ]/P(x) of polynomials of x, modulo P(x). In particular, compute the 
polynomial generators of the ring, Pa(x), a E v(g), defined by the relation Na = Pa(G), 
in terms of the entries of the matrix S. 
Hint: Pa is the Lagrange interpolation polynomial between the set of (distinct) eigenvalues 
of G and that of Na • 

d) Examples. Show that the graph Ap _ 1 with adjacency matrix 

[Ap-Ik; = 8;.i+1 + 8;,i-1 1:::: i,j :::: p - 1 

has a fusion algebra isomorphic to Yp. Show that the graph E6 with adjacency matrix 

G = [! f ! ~ ~ ~l o 0 1 0 1 0 
000 1 0 1 
o 0 101 0 

admits a fusion algebra, with the first entry of G as unit vertex. Namely, prove that all the 
eigenvalues of G are distinct. Compute the polynomials Pa(x) and prove that the Nabc are 
nonnegative integers. 

e) Show that the adjacency matrix of the D4 graph 

(

0 1 0 

G = 1 0 1 
010 
010 

has some degenerate eigenvalue. Strictly speaking, the corresponding graph fusion algebra 
is ill-defined. Show, however, that there exists one particular choice of unitary change of 
basis S that diagonalizes G and leads to nonnegative integers Nab C through the relation 

• r C _ '"' Sa,iSb,iS;,i 
JVab - ~ , 

; SI,; 

where we choose the unit vertex 1 to be that of the first entry of G (numbered I, 2, 3, 
4). Prove that the corresponding algebra A is polynomially generated by two generators 
G = N 2, H = N 3 , and is isomorphic to the quotient ring C[x,y]lI(x,y), where the ideal I 
is generated by the two polynomials 

I(x,y) : x 2 - y2 - Y - 1 and x(y - 1). 

S.20 N(2,2) does not generate the full fusion algebra of minimal models 
We consider the fusion algebra of the (p = U + l,p' = 2k) minimal theory, and its adjoint 
matrix representation N(r.s) = N(p'-r,p-s), subject to (8.131). We want to prove that the 
fusion algebra is generally not polynomially generated by N(2,2). Show that the dimension 
of the fusion algebra is N = 4(P - 1)(P' - 1). The matrices N(r.s) are therefore of size 
N x N. Show that a diagonalizable N x N matrix generates a dimension N algebra if and 
only if all its eigenvalues are distinct. We assume the following form for the eigenvalues of 
N(2,2) (see Ex. 8.16 for a general proof) 

(i,j) rri rrj 
13(22) = 4cos - cos-, p' p 
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Prove that the eigenvalue 0 of N(2.2) is degenerate I times, and conclude that for I > 1 N(2.2) 

does not generate the whole fusion algebra. On the other hand, for p = 3 (1 = 1), show that 
the fusion algebra is generated by N(2.2). 

8.21 0 is the only possibly degenerate eigenvalue of N(2.2) 

The notations are as in the previous exercise (p = 21 + I,p' = 'lk). We want to show that 
the only possibly degenerate eigenvalue of N(2.2) is O. Due to the form of the eigenvalues 
of N(2.2) (see previous exercise), we look for solutions to the identity 

cos(1fT'lp) _ cos(7rs'lp') 
cos(Jrr'lp) - cos(7rslp')· 

a) Prove that the above ratio is necessarily a rational number. 
Hint: Let ~ = ei7r1pp' , a = If' , fJ = If. Prove that 

a = Lai~ = Lbitf, aj,bj E Q 

is possible only if a is a rational number, by summing the above identity over conjugates 
of ~, ~, which preserve a, but describe all the conjugates of fJ. Use the fact that a sum over 
all the conjugates of a root of unity is a rational number. 

b) Prove that the polynomial 

p 1fT" 1fT' 
n(x) = n (2xcos - - 2 cos -) 

r..-'=I p p 

has integer coefficients, is monic (the coefficient of the highest-degree term is 1), and 
reciprocal (n(x) = xdn(llx), d = (p - 1)2, the degree of TI). Show that the only rational 
roots of n are ±l. Deduce that necessarily r' = r or r' = p - r, and consequently s' = s 
or s' = p' - s, which completes the desired proof. 
Hint: To prove that n is monic, show the identity 

p-I n 2 cos 1fT' = (-1)1 
r=1 p 

p=21+I. 

To prove that a monic reciprocal polynomial with integer coefficients has only rational roots 
±I, suppose alb is a root. Then it could be written (alb'yJ = integer/1fI-I , henceb = 1, but 
by reciprocity, if a is a root, Va is a root too, hence a = ± 1. 

8.22 Sum rules for the coefficients (Jy. 
For this exercise, we use the notations of Sect. 8.A.I. 

a) Show that in the coordinate (8.140), and for z small enough, the three point function 
<!O(XO)fI(XI)f(X» given by Eq. (8.139) can be expanded in a convergent power series of 
z/x, and compute its coefficients (setg(ho,hbh) = 1). 

b) Apply Eq. (8.36) to determine (Lyf(x)f(O» explicitly, where the two-point function of 
f is normalized to <f(x)f(O» = x-2h. 

c) Deduce a sum rule involving the coefficients (Jy of the OPE 

fo(xo)fl(xl) ex ZhO+~I-h LZIYlfJyL_yftx) 
y 

Hint: Write the three-point function in two ways. On the one hand, the expansion of (a), on 
the other hand substitute the above OPE expression in the three-point function, and use (b) 
to compute it. 
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Result 

E [(rl + 1)h + :~::>i][(r2 + l)h + Eri] ···Prl.r2.··· 
1 !::rl !Sr2 ..• i~2 i~3 

Er;=n 

=~ "(_1,_1_ r(h l -ho-h+l) r(ho-hl-h+l) 
2n p~n p!q! r(h l -ho -h + I-p) r(ho -hI -h + l-q) 

8.23 Fusions at level 2 
We use the notations of App. 8.A. Use the equations (8.161) determining the coefficients 
py at level iYl = 2 to discuss fusion rules. In particular, find the constraints on ho and hI 
for the fusion M(c,ho; xo) ® M(c,h l; XI) --+ M(c,h; x) to be allowed in the three cases 
whereh is a zero of the Kac determinant K 2(c, h) (Eq. (8.162». 

8.24 The dependence of the fusion map :F on the points 
We use the notations of App. 8.A. We consider the fusion at arbitrary points Xo = x + vz, 
XI =x+(v-l)z,x 

Flc,ho;xo) ® IC,hl;xI) = h ~ h "ZIYljJyL_ylc,h;x) z 0+ 1- ~ 

a) Compute the corresponding transfer equations for :F(L_r ® [) and .1'([ ® L_r) that 
generalize (8.166), (8.167), and (8.170) (for v = ~ and 0 respectively). 

b) Show that the dominant action of the transferred operators of (a) (Le., their 
L_m-independent piece) does not depend on v. 

c) Find the descent equations determining jJy, generalizing Eqs. (8.156) and (8.174) for, 
respectively, v = ~ and v = O. 

Notes 

The structure of inclusions of Virasoro modules was found by Kac [213) and proved by 
Feigin and Fuchs [127), and the corresponding characters have been computed by Rocha­
Caridi [308). The first simple expression (8.34) for the (r, 1) singular vectors of the Virasoro 
algebra is due to Benoit and Saint-Aubin [37). Based on analogies with the classical limit of 
the Virasoro structure (see Ex. 8.8, partly based on Ref. [92) the matrix determinant formula 
(8.26) was proposed by Bauer, Di Francesco, Itzykson, and Zuber in [29), where a general 
procedure was also given to write the (r, s) singular vectors explicitly (see App. 8.A). 

The fusion rules for the minimal models first appeared in Ref. [36). The algebraic proof 
given in Sect. 8.4.3 is based on Ref. [lOO) (as well as Exs. 8.20 and 8.21). The differential 
equations of hypergeometric type for minimal model correlation functions involving (2, 1) 
and (3,1) operators appeared in Ref. [36), and were solved for the Ising model (p = 
4,p' = 3) four-point functions. Analogous solutions involving hypergeometric functions 
were given for the tricritical Ising model (p = 5,p' = 4) (Ref. [141]), the three-state 
Potts model (p = 6,p' = 5) (Ref. [107]), the Yang-Lee edge singularity (p = 5,p' = 2) 
(Ref. [66]), and so on. 



CHAPTER 9 

The Coulomb-Gas 
Formalism 

This chapter describes a representation of the confonnal fields of minimal models 
in tenns of vertex operators built from a free boson with special boundary condi­
tions. This representation bears the name of Coulomb gas or modified Coulomb 
gas. This terminology comes from the resemblance of the free boson correlator 
(qJ(z, z)qJ(w, w» = -In Iz - WI2 with the electric potential energy between two 
unit charges in two dimensions. In Sect. 9.1, we calculate the correlation func­
tion of vertex operators and indicate how the symmetry qJ ~ qJ + a of the boson 
theory imposes a constraint (the neutrality condition) on this correlation function. 
We then modify the free-boson action--or, equivalently, the energy-momentum 
tensor-and this modifies the central charge and the neutrality condition. This sec­
tion is supplemented by App. 9.A, where the calculation of the modified energy­
momentum tensor is detailed. In Sect. 9.2, we introduce the notion of screening 
operators and describe how the insertion of such operators in bosonic correlation 
functions allows for a sort of projection onto minimal-model correlation functions. 
Examples of correlation functions are calculated. Finally, in Sect. 9.3, we explain 
the general structure of the minimal-model correlation functions in this fonnalism. 
Special attention is devoted to the properties of confonnal blocks, and the idea of 
a confonnal field theory defined on a surface of arbitrary genus is introduced. The 
mathematical setting of the Coulomb-gas representation of minimal models (i.e., 
BRST cohomology of the bosonic Fock spaces) is described in App. 9.B. 

§9.1. Vertex Operators 

We have seen that the free boson theory, with action 

S = 8~ f d2x a/LqJa/LqJ (9.1) 



§9.1. Vertex Operators 295 

is conformal with central charge c = 1 and with a holomorphic energy-momentum 
tensor 

1 
T(z) = -- :&p&p: 

2 
(9.2) 

If we restrict ourselves to the holomorphic sector, the primary fields of this theory 
are the derivative &p, with conformal dimension h = 1, and the vertex operators} 

Va(z,z) = ei...r2a<P{z,z) (9.3) 

with dimensions 

(9.4) 

In contrast with Sect. 6.3, we have included a factor of ..fi in the definition of the 
vertex operator. This changes the formula for the conformal dimensions. 

The full vertex operator decomposes into a product of left x right chiral vertex 
operators as follows: 

(9.5) 

Roughly speaking, Va(z) contains only the left modes of the free boson, plus the 
zero-mode (cf. Eq. (6.54»: 

Va(z) = :ei ...r2atf>(z): 

() . .,,1 n 
(j) Z = q;o -lao lnz + 1 ~ -anz-

n#O n 

(9.6) 

where the various mode operators obey the commutation rules 

[q;o,ao] = i (9.7) 

We must keep in mind that (j)(z) is not a purely holomorphic field, because of 
the zero-mode.2 It is preferable to regard Va(z) as containing the holomorphic 
dependence of the full vertex operator Va(z, z) and to bear in mind that Va is well­
defined only within correlation functions, when matched with its antiholomorphic 
partner Va. 

Most of the forthcoming Coulomb-gas construction will be chiral: The chiral 
vertex operators will be used to represent holomorphic conformal blocks of cor­
relation functions in the minimal models. In the following, we will refer to Va 
simply as a vertex operator, dropping for simplicity the epithet "chiral." 

9 .1.1. Correlators of Vertex Operators 

Because they are built upon a free boson, correlators of vertex operators are easy 
to calculate. The only subtlety comes from the zero-frequency mode of the boson. 

1 Vertex operators are always implicitly nonnal-ordered. 
2 Strictly speaking. we cannot write ql{z,z)=lf>(z) + ti(z) or Va(z,z) = Va (Z)Va (Z), because the 

operator !pO would be duplicated in the process. 
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Here we shall argue that the correlator of a string of vertex operators is given by 

(Va,(ZI,ZI)···Van(Zn,Zn» = TIIZi-Zjl4a;aj (9.8) 
i<j 

provided the following "neutrality" condition is satisfied (otherwise the correlator 
vanishes): 

al +a2+···+an =0 

The correlator (9.8) may equivalently be written as 

exp {~4aiaj In IZi - Zjl} 
I<J 

(9.9) 

(9.10) 

The exponent is equal to the electric potential energy between n point charges 
of strength 2ai in two dimensions, hence the name Coulomb gas associated with 
correlators of vertex operators. The holomorphic part of Eq. (9.8) is written as 

(Va,(ZI)Va2 (Z2)··· Van (Zn» = TI(Zi _Zj)2a;aj (9.11) 
i<j 

In the case of two- and three-point functions, this result may be obtained from 
global conformal invariance. Indeed, from Eqs. (5.25) and (5.26), it is simple to 

check that 

(9.12) 

and 

{Va, (ZI)Va2 (Z2)Va3 (Z3» = (Zl - Z2)2a,a2(Z2 - Z3)2a2a3(Zl - Z3)2a,a3 (9.13) 

wherein we have used ha = a 2 for the the conformal dimension as well as the 
neutrality condition. 

The general formula (9.11) is a natural generalization ofEqs. (9.12) and (9.13), 
but cannot be obtained from global conformal invariance alone. Instead, we shall 
use the following formula, demonstrated in App. 6.A, for combinations Ai = 
aia + Pia t of a single specie of creation and annihilation operators: 

n 

(eA'e-42 .. . e-4n ) = exp L{AiAj) 
i<j 

TakingAi = i,J2ai({J(Zi,Zi), we obtain 

(AiAj) = - 2aia j{({J(Zi,Zi)({J(Zj,Zj» 

= 2aiaj In IZi - Zjl2 = In IZi - Zjl4a;aj 

(9.14) 

(9.15) 

from which Eq. (9.8) follows. However, one may question the applicability of the 
above formula to the zero-mode of the boson. Ex. 9.2 provides a more careful 
proof of Eq. (9.8), based on the mode expansion and the explicit action of the 
zero-mode. Also, Ex. 9.1 provides an altogether different proof of Eq. (9.8), based 
on functional methods. 
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9.1.2. The Neutrality Condition 

The neutrality condition (9.9) does not enter the previous calculation, but follows 
from considering the zero-mode of ffJ, which was the only element ignored in the 
above argument. Instead of considering the zero-mode explicitly, as is done in 
Ex. 9.2, we shall derive the neutrality condition from symmetry considerations. 
Indeed, the internal symmetry operation ffJ -+ ffJ + a leaves the free boson action 
invariant because the field is massless. The correlator (9.8) should therefore be 
invariant when this simple symmetry operation is performed. However, when it is 
performed on this correlator, a phase expia.J2(al + ... +an ) appears. This phase 
must be unity if the correlator is to be invariant, hence the neutrality condition 
(9.9) holds since a is arbitrary. 

We derive the neutrality condition (9.9) in two other ways, in order to see Ward 
identities and the operator formalism at work. According to Noether's theorem, 
the symmetry under ffJ -+ ffJ + a implies the classical conservation of the current 
pt = - a" ffJ/4rr; this is an obvious consequence of the equation of motion a J1. a" ffJ = 
O. We consider the Ward identity associated with the symmetry ffJ -+ ffJ + a (we 
invite the reader to retrace the steps leading to the general Ward identity (2.157». 
Since the variation of a vertex under the shift is 8Va = i.J2aaVa, the relation 
(2.157) becomes here 

1 n 
--aJ1.{aJLffJ(x)X) = i...nL:ak8(X -Xk){X) 4rr k=1 

(9.16) 

where X stands for the string of vertex operators appearing in Eq. (9.11). If we 
integrate this relation over all space, we obtain, according to Eq. (5.35), 

= :rr f dz (arpX) - :rr f dz (affJX ) 

(9.17) 

In the first equation Gauss's theorem was applied to the integral, and the surface 
(or rather contour) integral was expressed in terms of holomorphic components in 
the second equation. Since the integration contours circle around all space, that is, 
around the point at infinity, the integrands have no singularity outside the contours 
(there is no vertex at infinity) and the two contour integrals vanish. The constraint 
(9.9) follows immediately. 

Going back to Eq. (9.16), we mention that the representation (5.33) for the delta 
function allows us to write that Ward identity in holomorphic form as follows: 

(affJX ) = -i...nL: ~(X) + reg. 
k Z -Zk 

(9.18) 

where "reg." stands for a term regular in Z; a similar equation exists for the anti­
holomorphic part. This is just but the OPE between arp and Va, as calculated in 
Sect. 6.3. 
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Condition (9.9) may also be derived within the operator formalism. To this end 
we define the holomorphic component of this current as 

fez) == iaq; 

and the associated holomorphic charge as 

Q = 2~i f dzf(z) 

(9.19) 

(9.20) 

This charge is conserved since it commutes with the Hamiltonian, as is easily 
verified: 

[£0, Q] = 2~ f dz [£0, aq;(z)] 

= 2~ f dz (aq;(z) + Za2q;(z» 

= 2~ f dz a(zaq;(z» = 0 

(9.21) 

The last equality holds, of course, because aq; is a holomorphic field, which is not 
true of q; (that is why Q is not trivial). 

The charge qA of a field A( w) is then defined by the commutator 

[Q,A(w)] = qAA(w) (9.22) 

Although the primary field aq; has charge zero, it is not difficult to show that the 
vertex Va has charge ,.fl a, if we remember the OPE of aq; with Va: 

[Q, Va(w)] = ~ fdz iaq;(z)Va(w) 
2m 

= ~ f dz (v'2aVa(w)_I- + reg.) (9.23) 
2m z-w 

= ,.flaVa(w) 

Similarly, the charge of a product of vertices is shown to be the sum of the charges 
of each vertex. Now, unless the symmetry is spontaneously broken, the vacuum 
expectation value of any operator of nonzero charge must necessarily vanish. We 
thus recover condition (9.9), up to an overall factor of ,.fl. 

In the context of string theory, the vertex operators represent the strings (par­
ticles) emitted from an interaction vertex, and the charge conservation law de­
scribed here is merely the conservation of momentum: In string theory, space-time 
symmetries are internal symmetries on the world-sheet. 

9.1.3. The Background Charge 

The basic idea of the Coulomb-gas formalism is to place a background charge in the 
system, making the U(I) symmetry anomalous. This has the effect of modifying 
the conformal dimensions of the vertex operators and the central charge. This also 
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spoils unitarity, except for discrete values of the central charge and finite sets of 
vertex operators corresponding to the minimal models. 

This is done by coupling the boson to the scalar curvature R of the manifold 
on which the theory is defined. In a general coordinate system, the action would 
have the following form: 

S = _I f d 2x .jg(o/LcpfJll'cp + 2yrpR) (9.24) 
8n-

where y is a constant. The above action is no longer invariant upon a translation 
cp -+ cp + a. The variation of the action is 

&S = }-t7 f d2x .jgR (9.25) 
4n-

But the Gauss-Bonnet theorem states that the above expression is a topological 
invariant: 

(9.26) 

where h is the number of handles in the manifold. The boundary conditions we 
normally use on the complex plane give it the topology of the Riemann sphere 
(h = 0). Therefore, the variation of the action upon a shift of cp is ~S = 2ay. 

The Ward identity associated with the U(1) symmetry will then be modified. 
If we take into account the additional variation of the action due to the curvature 
term, Eq. (9.17) becomes 

i.J2(X) ~ ak = :n- f dz (fJcpX) - :n- f dz (acpX) + 2y(X) (9.27) 

We see that condition (9.9) is modified: it is now Lk ak = -i../2y. The coupling 
to the scalar curvature is then equivalent to putting a charge iy../2 at infinity. In 
order for this model to make sense, we see that y must be imaginary; otherwise 
all correlators would vanish. We therefore introduce the notation y = iJ2ao and 
write the condition 

Lak =2ao (9.28) 
k 

(the charge at infinity is - 2ao). This, in turn, seems to imply that the theory cannot 
be unitary, since the action is not real. In fact, the theory is indeed nonunitary for 
a generic value of ao. We shall see below how a unitary theory may be extracted 
for special values of ao. 

Adding the curvature term will, of course, modify the energy-momentum tensor; 
consequently the central charge and conformal dimensions will be affected. The 
new energy-momentum tensor can be determined by varying the metric g/L" and 
evaluating the result in flat space, according to the definition (2.193). This is done 
in App. 9.A. The result is 

T/L" = T~o2 - ;: (O/LO"CP - ~T//L,,(foacp) (9.29) 
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where T~oJ is the energy-momentum tensor for the free-boson action (9.1). We see 
that the modified energy-momentum tensor is still traceless, and conserved when 
the equations of motion are used. The holomorphic component is then 

T(z) = -21fTzz = -~ :fkpfkp: +i..r2a.ofY-({J (9.30) 

9.1.4. The Anomalous OPEs 

We calculate the OPE of the energy-momentum tensor (9.30) with the primary 
fields of the free boson and with itself. We have to look only at the extra term 
i..r2a.ofPq; of T. We easily find that 

T( ) !l () 2.j2iao B({J(w) fP({J(w) z (1m W "" + + -- (931) 
or (z - W)3 (z - W)2 Z - W • 

The first term implies that fkp is no longer a primary field. However, the vertex 
operators are still primary: the OPE 

2 i..r2a. a ({J(z)Va(w) "" ( )2 Va(W) 
Z-W 

means that the conformal dimension of Va is now 

ha = a2 - 2a.oa 

(9.32) 

(9.33) 

Comparing Eq. (9.33) with Eq. (9.4), we see that the dimension is no longer 
invariant under the transformation a -* -a but instead under a -* 2a.o - a: the 
vertex operators Va and V2ao- a share the same dimension (9.33). 

The OPE of T with itself receives the following contributions from the extra 
term: 

-~i..r2a.o :fkp(z)fkp(z): fY-({J(w) 

(a) 
• t;:; {fkp(W) a2({J(w) } 

= tv2a.oBw ( )2 + + reg. 
Z-W Z-W 

• t;:;_. {2fkp(W) 2fPq;(w) a3({J(w) } 
=lV~O + + + reg. 

(z - W)3 (z - W)2 Z - W 

(b) 

(c) 
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Summing these contributions, we recover the usual form for the OPE of T with 
itself, except that the central charge is now3 

c = 1- 24a~ (9.34) 

We know that the theory will be unitary only for those values of ao that fit c into 
the Kac table. 

The result (9.11) for the correlator of vertex operators is still applicable, since 
it depended only on the nonzero frequency modes of the free boson f{J. The only 
difference is the neutrality condition, which is now given by Eq. (9.28). It is 
worth noticing that the simple correlators (9.12) and (9.13) still follow from global 
conformal invariance and the new neutrality condition. 

§9.2. Screening Operators 

9.2.1. Physical and Vertex Operators 

If a physical system at criticality is to be treated in the Coulomb gas formalism, 
the various physical quantities having definite scaling dimensions (such as the 
energy density, the magnetization, and so on) will be represented by vertex oper­
ators. Specifically, a physical operator of conformal dimension ha = a2 - 2aao 
will be associated with the vertex operators Va and V 2ao- a. The same quantity 
being represented by more than one vertex operator means that the correlator of 
physical operators may be evaluated in several different but equivalent ways. This 
equivalence requirement imposes constraints on the vertex operators. 

For instance, because the two-point function of a physical operator with itself is 
nonzero, we would expect the associated vertex correlator (Va Va) to be nonzero, 
which is not the case since that correlator violates the neutrality condition (9.28). 
However, we expect that correlator to be physically equivalent to 

1 
(V2ao-a(Z)Va(w» = ( )h z-w a 

(9.35) 

The solution to this dilemma is to modify (Va Va) by changing its charge without 
affecting its conformal properties. This can be done by inserting in the correlator 
a screening operator with nonzero charge but conformal dimension zero. Such an 
operator does not exist in local form, but may be obtained by contour integrating 
a field of conformal dimension 1. Indeed, if 1/F is a primary field with h", = 1, its 
integral 

A = f dz 1/F(z) (9.36) 

3 See also Ex. 9.11 for an alternative proof using the mode expansions of the fields. 
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is a nonlocal operator of conformal dimension zero: it is invariant under a conformal 
mapping z ~ w: 

(9.37) 

This means that A commutes with all the Vrrasoro generators, which is confirmed 
by an explicit calculation: 

[£n,A] = f dz [Ln, 1fr(z)] 

= f dz (n + I)zn1fr(z) + zn+la1fr(z) 

= f dz a(zn+I1fr(z» = 0 

(9.38) 

There are only two local fields of dimension 1 available for the construction of 
screening operators: the vertex operators V ± defined as 

V ± == Va± where a± = ao ± J a~ + 1 

We check that the conformal dimension is 

a~ - 2a±ao = 1 

(9.39) 

(9.40) 

where the charges a± are the same as those introduced in Eq. (7.30) when 
describing the Kac determinant. We note that 

a+ +a_ = 2ao 

a+a_ = -1 

Accordingly, we define the screening operators 

Q± = f dz V ±(z) = f dz ei.,r2a±rp(z) 

(9.41) 

(9.42) 

Inserting Q + or Q _ an integer number of times in a correlator will not affect 
its conformal properties, but will completely screen the charge in some cases, 
since Q+ and Q_ carry charges a+ and a_, respectively. The modified two-point 
function 

(Va(Z)Va(W )~C4) 

is now subjected to the neutrality condition 

2a + ma+ + na_ = 2ao = a+ + a_ 

(9.43) 

(9.44) 

In other words, the equivalence of Va and V2ao-a within two-point functions of 
physical operators is assure4J.f 2a is an integer combination of a+ and a_. 

This may also be seen by considering the four-point function of a physical 
operator with itself. That function should also be nonzero for all operators, contrary 
to the three-point function. However, it is impossible to write a product of four 
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vertex operators made of Va and V 2ao- a that satisfies the neutrality condition: we 
are forced into using screening operators. For instance, the modification 

{V2ao-a Va Va Va} ---+ {V2ao-aVaVaVa~Q~} 

is needed, on which the neutrality condition yields 

2a + ma+ + na_ = 0 

(9.45) 

(9.46) 

This condition is the same as that discussed previously (with different integers). 
It is easy to convince oneself that considering different forms of the four-point 
function (such as (Va Va Va Va}) or more complex correlators leads to similar (or 
less stringent) conditions on the charge a: 2a should be an integer combination of 
a+ and a_. We shall accordingly define the admissible charges as 

1 1 
ar,s = 2(1 - r)a+ + 2(1 - s)a_ (9.47) 

and denote 

(9.48) 

as the corresponding vertex operators. Note that the conjugation operation a -+ 

2ao - ex becomes (r, s) -+ (-r, -s) in terms of the indices. The conformal 
dimensions of these fields are then easily seen to be 

1 2 2 
hr,s{c) = 4(ra+ + sa_) - a o (9.49) 

This, of course, is the Kac formula (7.30). However, so far we have not imposed 
any restriction on the integers r and s, nor on c. 

9.2.2. Minimal Models 

We will now see how the idea of minimal models can emerge in the context of 
the Coulomb gas formalism. If a conformal model is to contain a finite number of 
scaling operators, some condition has to be imposed on c. Indeed, Eq. (9.47) can 
generate an infinite number of admissible charges for generic values of c. One way 
of drastically cutting the number of admissible charges is to require a+/a_ to be 
rational or, in other words, that there exist two integers p and p' (p > p') such that 

p' a+ + pa_ = 0 (9.50) 

Then we have the following periodicity relation: 

ar+p' .s+p = ar.s (9.51) 

(p and p' may be chosen relatively prime). However, this apparently still leaves 
an infinite number of admissible charges around, since it imposes a periodicity 
in only one direction on the (r, s) grid; condition (9.50) allows us to restrict the 
range of the integer s to 0 ~ s < p, although r remains unrestricted. However, we 
shall see below that one may apply similar restrictions on r while keeping a closed 
operator algebra, implying that the truncation thus imposed is legitimate. 
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Condition (9.50) allows us to write an explicit expression for a±: 

a+ = '/plp' and IX- = -./p'lp 

from which it follows that 

ar~ = ~ {pO - r) - p'(1 - 5)} 
2vpp' 

p-p' 
ao=--

2.jjipi 

(9.52) 

(9.53) 

The relation c = 1 - 24a~ then leads to the following expressions for the central 
charge and the conformal dimensions: 

6(p _ p')2 
C = 1 - --=--=-~ 

pp' 
(rp _ Sp')2 _ (p _ p')2 

hr~ = ~----=------=---=---
4pp' 

(9.54) 

These are the relations (7.65) for minimal models, except that we have not sat­
isfactorily argued how the restrictions on r and 5 could be obtained. For this we 
need to compute explicitly the three-point functions4 

(f/J(r,~,)f/J(r2,s2)f/J(r3,s3» = (Vr,,s, V r2 ,57 Vr3,s3CYrOS-) (9.55) 

wherein r and 5 are chosen to neutralize the correlator. This three-point func­
tion is proportional to the operator algebra coefficient c~~~~ ;r2,57.1n particular, this 
coefficient vanishes if the fusion rule 

(9.56) 

is not allowed. According to the fusion rules of the minimal models (8.131), the 
correlator (9.55) vanishes unless 

Ir} - rzl + 1 < r3 < min (r) + r2 - 1, 2p' - r} - r2 - 1) 

15} -521 + 1 < 53 < min(5} +S2 -1,2p -51 -52-1) 
(9.57) 

It is then a straightforward matter to see that the following set of indices 

1 ~ r <p' 1 ~ 5 <p (9.58) 

closes under the above formula, that is, Crr3 ,s,s3. r ,s = 0 if the three doublets of 
I It 2 2 

indices are not taken from the above set. This, therefore, constitutes a legitimate 
truncation of the set of admissible charges ar,s, in the sense that the operator algebra 
closes within this set. The structure constants for minimal models can be computed 
according to the scheme presented in the following sections, and independently 

4 Again, this is only the holomorphic part of the actual correlation function. Here and throughout this 
chapter, we consider only the "diagonal" minimal models, whose operators are all spinless (h = ii). 
The full operators CI>(r,s)(Z,Z) are actually the left-right symmetric combinations 

CI>(r,s)(Z,Z) = t/>(r,s)(Z) ® t/>(r,s)(Z) 

For the minimal models under consideration, the full three-point correlator is simply the square modulus 
of the chiral expression (9.55). Hence the structure constants C of the full OPE are the squares of the 

be r3,s3 
num rscr,,s,;r2,s2. 
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shown to vanish unless Eq. (9.51) is satisfied. This confirmation a posteriori of 
the fusion rules of minimal models shows that our argument for the representation 
of minimal models in terms of vertex operators is complete. An alternative proof 
of the Coulomb-gas representation of minimal models is described in App. 9.B. 

Unfortunately, the calculation of the correlator (9.55) is not straightforward. Al­
though its dependence on the three points is entirely fixed by conformal invariance, 
the coefficient crr3,s,s3.~,s is not. These numbers are usually calculated indirectly, 

I 1 t ' 2 2 

through the computation of the four-point correlations 

(9.59) 

where the notation <I>(z, Z) = q,(z) ® q,(z) stands for the full left x right-symmetric 
primary fields. The fact that four-point correlation functions turn out to be easier to 
compute than three-point functions can be explained heuristically as follows. By 
conformal transformations, the three-point functions are reduced to pure numbers, 
the structure constants of the theory. Eq. (9.55) gives an integral representation 
for them. On the other hand, the same transformations can reduce the four-point 
functions to functions of one complex variable z, the cross-ratio of the four points 
(see, e.g., Eq. (5.28». In Chap. 8, we have seen that, as functions of this latter 
variable, the four-point functions satisfy hypergeometric-type linear differential 
equations (cf. Eq. (8.11», whose order is related to the singular vector structure 
of the various highest-weight modules entering the correlator. The particularly 
simple properties of the sets of solutions of these differential equations (such as 
their monodromy properties, discussed below) provide us with a much simpler 
framework to actually compute them. The structure constants will then be recov­
ered in the limit Z -+ O. Hence, as is often the case in mathematics, it is useful to 
first compute an (apparently) more complicated object, and recover the quantity of 
interest in some suitable limit. Here, the rich structure of the Virasoro symmetry 
makes four-point functions simpler to calculate than three-point functions. 

To recover the structure constants from the data (9.59), we have to take the 
limits z\ -+ Z2 and Z3 -+ Z4. Then, using the chiral OPE of the primary fields 

(9.60) 

and substituting it into Eq. (9.59), we get products of the numbersC = c2 as 
leading terms in the expansion of the full four-point function 

(<I>(r,,sd(Z\, Zd<l>(r2,s2)(Z2' Z2)<I>(r3,s3)(Z3, Z3)<I>(r4,s4)(Z4, Z4)} ~ 
1 cr..,s cr..,s 

~ X r,,s, ;r2,s2 S3,r3;r4,s4 
L...J h,.s h".s,+h'2.s2-h,.s h'3.s3+h'4.s4-h,.s 
r,s Z24 X c.c. Z12 X c.c. Z34 X c.c. 

(9.61) 

x (1 + O(Z24,C.C.») 
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where zij x c.c. stands for zij x ~. 

9.2.3. Four-Point Functions: Sample Correlators 

In this subsection, we present a detailed evaluation of a sample four-point function, 
using the Coulomb-gas formalism. As explained in Sect. 9.2.1, we consider only 
holomorphic parts of correlation functions of the forms 

(l/>(rl,sl )(ZI )tP(r2,s2) (Z2)tP(r3,s3) (Z3)tP(r4,s4) (Z4» 

= (Vrl,sl (ZI)Vr2,s2(Z2)Vr3 ,s3(Z3)V -r4.-s4(Z4)(4OS_) 

The charge neutrality imposes the sum rules 

r4 = rl + r2 + r3 - 2r - 2 

S4 = SI +S2 +S3 - 2s - 2 

(9.62) 

(9.63) 

It appears that the numbers (r, s) of required screening operators are linked to the 
particular choice of dual field (here tP(r4,s4»' namely, the one represented by the 
vertex operatorV2ao- a (here V-r4.-s4 ). Another choice tP(ri,si) , i = 1,2, or3, would 
have exchanged (r4,s4) ~ (ri,si) in Eq. (9.63), leading to other values of (r,s). 
The integral representations associated with the different choices must lead to the 
same answer for the correlation function. The strategy is to look for the choice 
involving the minimal number of screening operators, leading then to the simplest 
integral representations. The expression for the conformal block (9.62) can be put 
into the form 

with 

n (Zi - Zj )J.Lii G(z) 
1~i<j~4 

lLij = ~ (thrk,sk) - hri,si - hri,si 
k=1 

(9.64) 

(9.65) 

and Z is the cross-ratio of the four points, which can be recovered by sending 
ZI -+ 0, Z2 -+ Z, Z3 -+ 1 and Z4 -+ 00, in which case the function G is identified 
as 

(tP(rl,s1 )(0)tP(r2,s2) (Z)tP(r3,s3) ( 1 )tP(r4,s4)( 00» 

= (Vrl,sl (0)Vr2 ,s2(Z)Vr3,s3 (l)V -r4.-s4(00)(4~) 

= ZJ.L12(l - Z)J.L23G(Z) 

(9.66) 

5 We use here an abusive notation (l/>(rl,sI)(ZI)"') for the (possibly many) holomorphic conformal 
blocks of the corresponding full correlator (9.61), which will actually appear as a sesquilinear com­
bination of these (cf. Eq. (9.74), where the full correlator is denoted by G(z, z». A direct nonchiral 
calculation of the full correlator would have required the computation of two-dimensional integrals 
involving the corresponding nonchiral vertex operators, in the form of Eq. (9.95). 
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We are now in a position to illustrate the use of screening operators in an explicit 
calculation. The four-point function that necessitates the least number of screening 
operators involves a field ,p(2.1) or ,pO.2)' Consider then 

{Vrl,sl (0)V2•1 (Z)Vr3 ,s3(I)V -r4.-s4(00)Q+) 

= f dw (Vrl,sI(0)V2.I(Z)Vr3,s3(I)V-r4.-s4(00)V+(w» (9.67) 

= z2a2.larl.s1 (I - z)2a2.lar3.s3G(z) 

wherein the exact shape of the integration contour is not yet specified. One checks 
easily that the neutrality condition is satisfied iff 

rl + r2 + r3 - r 4 = 4 
(9.68) 

51 +52 +53 -54 = 2 

It is understood that this correlator factorizes into holomorphic and antiholomor­
phic parts; in what follows we shall pay attention only to the former. Applying 
Eq. (9.11), the holomorphic part of this correlator becomes 

(9.69) 

where 

(9.70) 

The integrand in Eq. (9.69) has branch cuts at w = 0, z, 1,00. 

• .. . 
o z 1 00 

Figure 9.1. A choice of integration contours for Eq. (9.69), leading to two independent 
solutions. The contours can be shrunk respectively to [O,z] and [1, oo[ as shown. 

The contour of integration must cross each branch twice in opposite directions to 
guarantee its closure. In principle, there is a certain number of different choices for 
the integration contour. However, only two are independent. We take, for instance, 
the two contours depicted on Fig. 9.1, which, when the corresponding integrals 
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converge, can be shrunk respectively to 

C1 ~ [1,00[ 

C2 ~ [O,Z] 
(9.71) 

This shrinking operation produces an overall phase factor, which is ignored at this 
point. The precise normalization of each integral will be fixed later. These contours 
(9.71) lead to the two functions 

Il(a,b,c; Z) = loo dwlif(w _1)b(W - zt 

r( -a - b - c - 1)r(b + 1) 
= F( -c -a - b - c - 1· -a - c· z) r( -a - c) , " , 

lz(a,b,c; z) = 1<' dw lif(1 - w)h(z - w)C 

= z1+a+b+c 11 dwlif(1- w)b(1- ZW)C 

_ 1+a+b+c rea + l)r(c + I)F( b 1· 2. ) 
-z r(a+c+2) - ,a+ ,a+c+ ,z 

(9.72) 
Here we denote by F()', IL, v; z) the hypergeometric function, given for Izl < 1 by 
the series 

F()', IL, v; z) (9.73) 

where 

(x)o = 1 

(X)k = x(x - 1) ... (x - k + 1) fork~1 

These two functions span the space of solutions of the hypergeometric differential 
equation, derived by using the singular vector structure of the (r = 2,5 = 1) 
highest-weight module associated with 4>(2.1) (see Exs. 8.9 and 8.10 for a proof). 
Hence, quite remarkably, the screening procedure has somehow taken into account 
the Vrrasoro algebra structure, by directly projecting the (2, 1) primary state onto an 
irreducible representation, and automatically performing the quotient by singular 
vectors. There lies the real power of the Coulomb-gas formalism. 

The physical correlator (with z and Z dependence) now takes the form 

G(z, z) = Izl-2/L1211 - ZI-2/L23 

x (cI>(rl,sI)(O, O)cI>(2.1)(Z, Z)cI>(r3,s3)(1, 1)cI>(r4,s4)(00, 00») 

= LXi; Ii(Z)I;(z) 
;=1.2 

(9.74) 
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where Xij is an arbitrary real 2 x 2 matrix. This is the most general solution to the 
z- and z- differential equations obeyed by the full correlator. 

To complete the calculation, we need to determine the coefficients Xij. This will 
be done by enforcing the monodromy invariance of the function G. A monodromy 
transformation of a function of Z consists in letting Z circulate around some other 
point (typically a singular point). Since it represents a physical correlator, the 
function G must not be affected by an analytical continuation along a contour 
surrounding any of the branch points 0 and 1 and 00. It is sufficient to consider the 
monodromy around the two points 0 and 1 (see Fig. 9.2). Let us denote by Co and 
C1 the two corresponding transformations. G(z, z) must then be invariant under 
the action of Co and C1, namely 

Co G(z, z) = lim G(ze2irrt , ze-2im) 
t-.+1-

(9.75) 

These result in nontrivial constraints because the functions 11 and h are affected by 
the transformations. The latter are linearly represented in the (I1, h) basis through 
the monodromy matrices 

(9.76) 

Using the expressions (9.72), we find that the monodromy around 0 is diagonal 

go = (~ e2irr(~+a+c») (9.77) 

hence for G(z, z) to be invariant under Co, the coefficients Xi; in Eq. (9.74) must 
be diagonal, that isXij = tJi,jXi, and 

G(z,Z) = L X; IIj(z)12 

j=1,2 

(9.78) 

The monodromy of Ij(z) around the point 1 is not diagonal. To compute it, it is 
simpler to reexpress the functions Ij(z) in terms of similar functions I;( 1 - z) for 
which the monodromy around the point 1 will be diagonal. To get explicit relations, 
we restrict ourselves to real Z e]O, 1[ and contours along the real axis. 

Starting from It (z) with its contour [1, +00[, we deform the contour into one 
going from -00 to 1, avoiding the two singularities 0 and z. There are two different 
ways of doing this, as shown on Fig. 9.3 (the multiplicative phase factors are 
explained below): 
(i) above the real axis: the half-turn around the point 1 gives a factor eirrb , the one 
around Z an additional factor of eirrc , and the one around 0 an additional eirra . 
(ii) below the real axis: all the half-turns have opposite directions (compared to 
(i», hence the phase factors picked up are the complex conjugates of those in (i). 
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Figure 9.2. Monodromy transformations Co and Cl: Z circles once around the respective 
branch points 0 and 1. 

o 

- (i) 

+ (ii) 

+ 

z 

i .. (a+l>+c) i .. (l>+c) 

e OelO 
o z 

i'1f'b 
e 

1 

-i .. (a+l>+c) -i .. (b+c) -i .. b 
e 0 e z e 1 

O' 0 

o z 1 

o z 1 
• 

i1l"(b+c) 
x e 

i1l"a ) - e 

Figure 9.3. The two possible deformations of the contour [I, 00[, (i) and (ii), are combined 
to yield integrals over the contours] -00,0] and [z, 1]. 

As indicated on Fig. 9.3. in order to cancel the respective contributions of 
the [0, z] portion of the contours C(i) and C(ii). we must take the following linear 
combination 

sin rr(b + c) { = sin mi { +0 x { - sin rrc { 
1[1,+oo[ 1]-00,0] 1[0,1.] 1[1,1.] 

(9.79) 
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which amounts to the relation (for short we denote s(x) = sin 7rx) 

s(a) s(c) 
Il(a,b,c; z) = s(b +c/l(b,a,c; 1- z) - s(b +c)I2(b,a,c; 1 - z) (9.80) 

Analogously, by defonning the contour [0, z] into] - 00,0] U [z, +00[, we get 

s(a +b +c) s(b) 
h(a,b,c; z) = - s(b +c) h(b,a,c; 1 - z) - s(b +c)h(b,a,c; 1 - z) 

(9.81) 
Note the interchange a ~ b, which corresponds to the interchange of the points 
Zl = 0 and Z3 = 1 in the conformal blocks I. With lj(z) = Ij(b,a,c; z), 
Eqs. (9.80)-(9.81) take the form 

Mz) = L tij Ij(1 - z) (9.82) 
j=I,2 

where f is a constant 2 x 2 matrix. Henceforth, we have 

G(z, z) = L Xi tik til Ik(1 - z) 11(1 - z) (9.83) 
j,k,1=1.2 

The monodromy of h(1 - z) around the point 1 being diagonal, the invariance of 
G imposes that 

(9.84) 
i=I.2 

be a diagonal matrix. This forces 

L Xitiktil = 0 (9.85) 
i=I.2 

from which we read 

Xl f2l22 s(a + b + c )s(b) 
= = X2 - f12fu s(a)s(c) 

(9.86) 

Up to an overall normalization, we finally get 

G(z,z) '" [s(b)s~a + bt c) III (z)12 + st)s(C~ II2(Z)12] (9.87) 
sa+c sa+c 

or equivalently 

(tP(rl.sl ) (0)tP(2. 1) (Z)tP(r3,s3)(1 )tP(r4,s4)( 00» 
Izl4a2,IQ'I,s1 11 - ZI4a2,IQ'3,s3 X 

[ S(b)s(a + b + c) III (z)12 + s(a)s(c) Ih(Z)12] 

s(a +c) s(a +c) 

(9.88) 

We compare this result with Eq. (9.61). In the latter equation, we take the limits 
Zl """"* 0, Z2 """"* Z, Z3 """"* I, Z4 """"* 00, and let Z tend to O. It appears that only two 
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primary fields occur in the fusion <P(2. I) x <P(rl,sd, corresponding to the two leading 
terms in the z ~ 0 limit ofEq. (9.87) 

G(z,z) ~ Izl4a2.larl ,s111 - zl4a2•lar3 ,s3 

[S(b)s(a + b + c)N2 s(a)s(c)N21 12(I+a+c) ] x + z + ... 
s(a + c) I s(a + c) 2 

The constants N j are related to the asymptotic behavior of the l's by 

II (z) :::::: NI h(z):::::: Zl+a+c N2 when Z ~ 0 

As F(A., /L, v; 0) = 1, they read explicitly 

r( -1 - a - b - c )r(b + 1) 
NI = ----------

r(-a - c) 
N2 = r(a + 1)r(c + 1) 

rea +c +2) 

(9.89) 

(9.90) 

(9.91) 

The leading powers of z and Z in Eq. (9.89) are easily identified, respectively, with 

rl - 1 P Sl - 1 
2a21a -------• rl,sl - 2 p' 2 

= hrl+I,s1 - hrl,sl - h 2•1 

l+rlP l+s1 
2a21a +I+a+c=----+--• rl,sl 2 p' 2 

(9.92) 

= hrl-I,sl - hrl,sl - h 2•1 

Hence the first term in Eq. (9.89) corresponds to <P(rl+I,sI)' and the second one to 
<P(rl-I,sl)' leading to the fusion rule 

<P(2.1) x <P(rl,sl) = <P(rl+l,sd + <P(rl-I,sd (9.93) 

Next, we identify the numerical factors as, respectively, (see Eq. (9.61» 

X1N2 = s(b)s(a + b + c) N2 ~ C:1+1,s1 C:1+1,s1 
I s(a+c) I rl,sI;2.1 r3,s3;r.,s. 

X2N2 = s(a)s(c) N2 ~ C:1-1,s1 C:1-1,s1 
2 s(a+c) 2 rl,sI;2.1 r3,s3;r.,s. 

(9.94) 

up to an overall normalization of G. We get, for instance, all the squares of structure 
constants of the form C:;;2.1 by taking r3 = I, S3 = 2, r4 = r] = r, S4 = Sl = s. 

We now address the normalization problem for the function G. The correct 
normalization is required to get the exact expressions for the structure constants. 
The overall normalization of the function G in Eq. (9.87) can be fixed by directly 
computing the two-dimensional integral (over C) involving the full left -right vertex 
operators (9.5) 

G(z, z) = Izl-4a2.larl ,s1 11 - zl-4a2•la r3 ,s3 X 

f d2w {Vyl,s1 (0, 0)V2•1 (z,Z)Vr3 ,s3(1, l)V -r •. -s.(oo, oo)V +(w, w») 
(9.95) 
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but we will not go into this calculation here. Instead we will resort to the crossing 
symmetry of the four-point correlation to fix this normalization. This amounts to 
imposing that 

(9.96) 

or equivalently 

L Xj IIj(z)1 2 = L Xk 11k (z)1 2 (9.97) 
j=1.2 k=1.2 

where the change z --+ 1 - z in G accounts for the permutation of the fields in 
the correlation. Identifying the structure constants (9.61) in the expression of the 
second correlation function of Eq. (9.96), we get 

C3.1 ....3.1 
2.1;2.11..~o5;r 05 

C1•1 C1•1 
2.1;2.1 ro5;ro5 

(9.98) 

up to the same overall normalization constant as implied in Eq. (9.94). Here the 
normalization constants Ni, i = 1, 2, are obtained from the z --+ 0 limit of the l's 

11(z) :::: Nt. 12(z):::: N2 Z1+b+c when z --+ 0 (9.99) 

They are simply related to the original N's. But the second term of Eq. (9.98) 
involves only the structure constants involving the identity operator 41(1.1)' These 
two-point function normalization constants have been chosen from the beginning 
to be I, that is 

CI •I 1 
ro5;ro5 - (9.100) 

forany <I>(ro5) in the theory. This fixes the exact normalization of X2 , and henceforth 
that of all the X's. The correctly normalized structure constants satisfy then 

(",-+105 )2 2 - - 2 
L.ro5;2.1 = X I N I IX2N 2 

( ",--105 )2 2 - N-2 
L.ro5;2.1 = X 2N 2/X2 2 

(9.101) 

The general computation of all the structure constants c,:~~~ ;r2.52 relies on a 
generalization of the above procedure, where <1>(2.1) is replaced by an arbitrary 
<I>(r2052)' The resulting four-point correlation function G(z,z) of Eq. (9.66) will 
split again into a block-diagonal sum 

N 

G(z,z) ""' L X; IIj (z)1 2 (9.102) 
j=1 

over the N = r2 x 52 independent solutions of the (r2,52) differential equation 
of order N obeyed by the correlation function. The solutions I j take the form of 
multiple integrals including the necessary screening operators, involving a number 
of contours of the form [0, z] or [1, 00[. The study of the monodromy of these 
integrals enables us to fix the values of the coefficients X; in the sum of Eq. (9.102), 
and to consequently identify the wanted structure constants. Although the strategy 
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is clear, the calculations quickly become very complicated and will not be pursued 
here. We leave to the reader the task of computing correlators involving cf>O.3) (see 
Ex. 9.6). 

§9.3. Minimal Models: General Structure of 
Correlation Functions 

9.3.1. Confonnal Blocks for the Four-Point Functions 

The structure of the four-point correlations of minimal models was given in 
Sect. 9.2.3 above. The result, in the form of Eq. (9.102), strongly suggests the 
following interpretation. The four-point correlations, as functions of the SL(2, C)­
invariant cross-ratio Z, decompose into a sum of holomorphic x antiholomorphic 
functions of Z and i, respectively. These functions (denoted Ik in Sect. 9.2.3) are in 
one-to-one correspondence with the intermediate states lP(r,s) allowed by the OPE. 
This leads to the following expression for the correlator 

g(z, z) = (cf>(rl,sI)(O, O)cf>(r2,s2)(Z, i)cf>(r3,s3)(I, 1)cf>(r4,s4)(00, (0» 
= L !f'r Az) j'r .s(z) 

r,s;r,s 

(9.103) 

where each conformal block !f'r,s corresponds to a field lP(r,s) occurring in the 
following fusion rules6 

lP(r,s) E lP(rl,sl) x lP(r2,s2) 

lP(r,s) E lP(r3,s3) x lP(r4,s4) 
(9.104) 

This is best seen by inserting a complete set of intermediate states in the correlator 
(9.103) and taking the limit of coinciding points Z ~ 0 (corresponding to Zl ~ Z2 
and Z3 ~ Z4 in the original correlator). In this limit, for each intermediate state, the 
four-point correlation function g(z, z) factorizes into a product of two three-point 
functions as 

(9.105) 

which gives the normalization of the corresponding conformal block. We recover 
the fusion conditions (9.104) for this normalization to be nonzero. 

We use the following graphical representation for conformal blocks: 

(9.106) 

6 This statement is translated into mathematically rigorous terms in App. 9.B. 
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where, for simplicity, we trade the Kac indices for a single Latin index, namely 
(rj,sj) --+ i (i = 1,2,3,4) and (r,s) --+ j. This graphical representation has 
the advantage of carrying all the relevant information about the block, namely 
the fields in the correlator (external legs) and the intermediate state (propagator). 
Beyond mere nomenclature, the idea of conformal blocks attached to intermedi­
ate states provides us with a more physical interpretation of the (contour) inte­
gral representations of Sect. 9.2. The intermediate states are not encoded in the 
integrand (screening operators), but in the contours of integration chosen to rep­
resent the blocks. In Sect. 9.2.3, we have seen how monodromy transformations 
exchanged these contours among themselves. These transformations will have a 
simple interpretation in terms of conformal blocks. 

9.3.2. Conformal Blocks for the N-Point Function on the 
Plane 

By associativity of the OPE, a general correlation function 

(9.107) 

can be inductively decomposed into a sum of holomorphic x antiholomorphic 
functions of the z's and z's, respectively, which generalize the notion of conformal 
block already encountered for N = 4. This is best seen by inserting complete sets 
of intermediate states in the correlator (9.107), and decomposing it accordingly 
into a product of three-point functions, in the limit where all the points coincide, 
namely 

L (<I>I <l>2<1>j,) (<I>j, <1>3 <l>h) ... (<I>jN_3 <l>N-1 <l>N) 
j, •·· .• iN-3 

(9.108) 

For the corresponding block to occur, a number of fusion conditions must be 
satisfied 

tPj, E tPI X tP2 
tPh E tPj, x tP3 

(9.109) 

These restrict the possible intermediate states. The graphical representation for the 
(left) conformal block corresponding to Eq. (9.108) reads 

(9.110) 
1 
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9.3.3. Monodromy and Exchange Relations for Conformal 
Blocks 

In Sect. 9.2.3, we have computed the monodromy of the conformal blocks of four­
point functions involving q,(2,t). For that purpose, we have used the transformation 
z --+ 1 - z of the conformal blocks. The latter amounts to the exchange of the 
points Zt (= 0) and Z3 (= I) in the original correlation. It is equivalent to the 
following operation on the conformal blocks, where, again for simplicity, we now 
denote the various fields by only one Latin index: 

)-n<-~ iXj 

k I k l 

(9.111) 

This is called the crossing operation and is easily generalized to any· four-point 
conformal block. The four-point conformal blocks are linearly transformed under 
crossing as 

iXi 
= LF[i {] 

m n,m 

k 1 

(9.112) 

The matrices F are called the crossing matrices 1 of the corresponding conformal 
theory. (In Sect. 9.2.3, F corresponds to the inverse r- t of the matrix r, see, e.g., 
Eq. (9.82), but with a different normalization.) 

Another elementary operation consists in exchanging the two upper external 
legs, namely Z2 ~ Z3. In terms of the cross-ratio Z, this amounts to Z --+ liz. 
Remarkably, this is also realized linearly on the conformal blocks, as 

i j 

V =LR[i {] r\ m n,m 
k 1 

(9.113) 

The matrices Rr,s are called the exchange matrices8 of the conformal theory. 
The crossing and exchange matrices satisfy a number of identities, For instance, 

rotating the diagram on the l.h.s. of (9.1 12) by 90 degrees andapplyingEq. (9 .. 112), 
we find the quadratic relation 

L F[i i] F[k i] = 8n ,p 
m k 1 n,m 1 i m,p 

7 The rermfusion matrices is also used in the lirerature. 
8 The rerm braiding matrices is also used. 

(9.114) 
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which allows F to be inverted. 
The crossing operation (9.112) can be interpreted as a change of basis of the 

conformal blocks; recall from Sect. 9.2.3 that crossing amounts to the change of 
basis {Ij} -+ {Ik}. We can use the definition of the matrix F to rewrite the invari­
ance of the full four-point correlation (9.103) under crossing (with the shorthand 
notation i for (Sj, rj) and 1 for (rj,sj» 

n,n 

= g(1 - z, I - z) (9.115) 

~~ [I 2] -[1 2] - -_ = ~ ~ F 4 3 F 4 :3 _ _ :fm(z) !7m(z) 
n,n m,m n,m n,m 

In the blocks 9:', the points z\ = 0 and Z3 = 1 of!7 have been exchanged. The 
normalization of the conformal blocks is related to the structure constants of the 
theory through 

(9.116) 

Taking the limit z -+ 0 in Eq. (9.115), we get a relation between the structure 
constants of the theory and the matrix F 

(9.117) 

This is an overdetermined system of equations for the C's. Its compatibility is 
guaranteed by extra relations that are satisfied by F. The matrix F thus contains all 
the necessary data to compute the structure constants of the theory. It is tempting 
to consider F as the fundamental data of the theory. A constructive approach to 
conformal field theory con!!ists of a set of axioms and identities that have to be 
satisfied by the matrices F and R for the theory to be consistent. One of them is the 
so-called Yang-Baxter equation, which must be satisfied by R, expressing some 
braiding transformation on the conformal blocks of the five-point function in two 
inequivalent ways (see Ex. 9.9). Another is the pentagon identity, which results 
from the two distinct but equivalent ways of transforming the conformal blocks of 
a five-point function (see Ex. 9.10 for the precise statement). But these axioms are 
incomplete as long as higher topologies are ignored. Enforcing conformal theories 
to be well-defined on surfaces of arbitrary topology puts more constraints on R 
and F. This point is briefly addressed in the next subsection. 
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9.3.4. Conformal Blocks for Correlators on a Surface of 
Arbitrary Genus 

It is possible to define confonnal field theories on a two-dimensional closed mani­
fold (surface) with more complicated topology than the plane. In two dimensions, 
two closed orientable manifolds are topologically equivalent, that is, they can 
be continuously defonned into each other, iff they have the same genus, that is 
the same number of handles h. The genus is the only topological invariant of 
two-dimensional orientable surfaces. We have already considered a free bosonic 
theory on a genus h surface in Sect. 9.1. More general conformal theories, such 
as minimal models, can also be fonnulated on higher genus surfaces, even though 
a Lagrangian fonnulation is not available. Indeed the Coulomb-gas representa­
tion of minimal theories goes over to surfaces of arbitrary genus, with some extra 
structure emerging already on the torus, in genus h = 1.9 

A correlation function of confonnal fields on a genus h surface will again be 
decomposed into a sum ofleft x right confonnal blocks, according to the insertion 
of intennediate states in the original correlator. The influence of the nontrivial 
topology is readily seen in the intennediate channels, which can be chosen to 
wrap around the handles, and hence "feel" the topology. Graphically, a confonnal 
block for an N -point function on a genus-h surface is represented as a genus­
h </J3 diagram, with N external legs labeled by the fields in the correlator, and h 
internal loops. The propagators carry intennediate states indices. This is illustrated 
on Fig. 9.4, in the case of a genus-5 two-point function. Note that there seem to 
be many inequivalent ways of even drawing the diagram. That these should all be 
equivalent turns out to be an additional constraint on the theory. 

i2 
is 

1 i3 2 

il 
i4 

Figure 9.4. A sample confonnal block for a two-point correlation on a genus 5 surface. 

It is now clear why consistency of the theory at higher genera puts more con­
straints on R and F: an operation such as the circulation of an argument of a 
confonnal block around a handle of the surface, in addition to capturing the effect 
of topology, also affects the confonnal blocks, thereby relating Rand F to the topo­
logical structure. The simplest relations of this kind will be studied in Chap. 10, 
in the case of the torus. 

9 The tolUS topology is studied in detail in Chap. 10, through the physical requirement of modular 
invariance of the partition function with periodic boundary conditions. Furthennore, in Chap. 12, 
various correlation functions are calculated for the Ising model defined on a torus. 
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Appendix 9.A. Calculation of the Energy-Momentum 
Tensor 

In this appendix we show explicitly that the energy-momentum tensor associated 
with the action (9.24) is TJ-tv = T1°J + T1IJ, where T1°J is the energy-momentum 
tensor for the free boson: 

(0) _ 1 ( 1 u ) TJ-tv - - aJ-tf/Javf/J - -TJJ-tvauf/Ja f/J 
4rr 2 

(9.118) 

whereas T11J is the energy-momentum tensor associated with the curvature term 
of Eq. (9.24): 

T(I) _ Y ( 1 u ) J-tv - - 2rr a/Lavf/J - "21!/LV a auf{! (9.119) 

This calculation will be performed in an arbitrary dimension d. 
We use the definition (2.193) of the energy-momentum tensor: 

/jS = -~ f dx T/Lv/jg/Lv (9.120) 

In this definition, the variation /jgJ-tv is taken in an arbitrary metric, but evaluated in 
flat space once /jg/LV has been isolated. We concentrate on the curvature term, since 
T1°J has been calculated before (see Chap. 2, following Eq. (2.193), or Sect. 5.3.1). 
We need to calculate the variation of ,JgRf/J under an infinitesimal deformation 
/jg/LV of the metric tensor. It is a simple matter to see that 

t;; 1 t;; /LV 
/j", g = "2'" gg /jg/LV 

(9.121) 
/jg/LV = -gJ-tagvfJ/jgafJ 

Calculating the variation of the curvature is trickier. We recall the following def­
initions for the Christoffel symbols r py' the Riemann curvature tensor RpyJ..' the 
Ricci tensor R/Lv, and the scalar curvature R: 

a 1 a8 ( ) r fJy ="2g afJg8y + ayg8fJ - a8gfJy 

RpyJ.. = ay rpJ.. - aJ.. rpy + r~y r~J.. - r~J.. r~y 

R/Lv = R~av 
R = gJ-tvR/Lv 

The first step is to express the variation of R as 

/jR = /jg/LV R/Lv + gJ-tv /jR/Lv 

(9.122) 

(9.123) 

In flat space the first term vanishes; the second term may be evaluated first in a 
coordinate system that is locally inertial (rpy = 0 at the point of interest), with 
the result 

(9.124) 



320 9. The Coulomb-Gas Formalism 

Since the quantity in braces is a vector (call it w ll ), we may rewrite the above in a 
general coordinate system as 

IllJ 1 (t;; Il) g aRlllJ = .;gall ""gw (9.125) 

We also use the following properties of the Christoffel symbols, also valid in a 
general coordinate system: 

r!p = aa(In.;g) 

1 
~Pr~p = - .;gaa (glla.;g) 

(9.126) 

Dropping along the way terms that vanish in flat space once aglllJ is isolated, the 
variation of the curvature term in the action is 

aS1 = ~ f tflx.;g rpglllJ aRlllJ 

= - ;: f d2x .;g allrpwll (9.127) 

= ~ f d2x.;g allqJ8 { ~aa (glla.;g) + ~llaa(In.;g)} 
Integrating by parts once more, we may drop the derivatives acting on the metric 
(they vanish in the flat limit) and we end up with 

aS1 = ~ f d2x aaaprp (TJallr/lJ - ~TJaPTJJ.LlJ) aglllJ (9.128) 

The energy-momentum tensor (9.119) follows. Note the importance of using .the 
relations (9.126): The variation must be taken in an arbitrary coordinate system. 
Had we proceeded from Eq. (9.124) directly, the variation as 1 would have vanished 
in two-dimensional flat space! 

Appendix 9.B. Screened Vertex Operators and 
BRST Cohomology: A Proof of the Coulomb-Gas 
Representation of Minimal Models 

This appendix presents a sketch of the proof validating the Coulomb-gas approach 
to minimal models. The proof relies on a detailed study of the action of screening 
operators on the basic states of a given bosonic Fock space, slightly modified by 
the addition of a charge. As a result, the irreducible Vrrasoro modules will appear 
as the cohomology spaces of a particular screening operator, interpreted as a BRST 
charge for the minimal model. The emergence of a BRST scheme in the context 
of conformal theory provides us with an interesting parallel with ordinary gauge 
theory. We recall the origin of the BRST operator in gauge theory: The initial 
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problem is to fix a gauge to regularize the otherwise-divergent path integral of 
gauge theory. This is done at the cost of introducing a delta-function, bringing an 
extra (Faddeev-Popov) determinant, which is in turn incorporated into the gauge 
action upon introducing extra anticommuting (ghost) variables. This modification 
of the gauge action actually brings an extra symmetry, generated by the BRST 
operator Q. This symmetry is nilpotent Q2 = 0 and must annihilate the physical 
states of the theory, which therefore lie in the kernel of Q. The BRST-exact states 
(lying in the image of Q) have to be further eliminated (they decouple from the 
theory), hence the physical states belong to the cohomology space of QI0 

H*(Q) = KerQ/lmQ (9.129) 

The BRST operator Q in the present context of minimal theories should be 
thought of as the result of gauge-fixing of the diffeomorphisms of the circle 
(reparametrizations) in a would-be free field action functional formulation. 

Throughout this appendix, the objects under scrutiny are all chiral, namely they 
pertain only to the left (or right) sector of the corresponding conformal theory. In 
particular, the vertex operators constructed below are only z-dependent, and will 
enter in the representation of holomorphic conformal blocks for the correlation 
functions of the conformal theory. 

9.B.1. Charged Bosonic Pock Spaces and Their Virasoro 
Structure 

We start with the notion of charged bosonic Fock space, which is a slight modi­
fication of the ordinary bosonic Fock space defined in Sect. 6.3.3. The charged 
Fock space F a,ao, with vacuum charge a and background charge ao, forms a 
representation of the Heisenberg algebra 

(9.130) 

The representation is generated by the free action of any product of an, n < 0, on 
a highest-weight vector la, ao), subject to the conditions 

anla,ao) = 0 Vn > 0 
(9.131) 

Moreover, the space F a,ao is endowed with a structure ofVrrasoro module, where 
the Vrrasoro generators are constructed from the Heisenberg algebra generators as 

1 
Lrt = 2 Lan-kak - J2ao(n + l)an n =F 0 

keZ 

00 1 
Lo = L a_kak + -a5 - haoao 

k=l 2 

(9.132) 

10 The concept of cohomology also appears in differential geometry. The BRST operator is analogous 
to the differential d. acting on differential forms. The cohomology of d is the set of differential forms 
w that are closed (dw = 0) but not exact (w oF df). 
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This is just the mode expansion of the defonned energy-momentum tensor (9.30) 
of a chiral free bosonic theory (that is with the i-dependence dropped) 

ioq; = Lanz-n-:- l 

neZ 

with a curvature tenn added to the free action (9.24). (We take the convention 
g = 1I41l'inEq. (6.55).) From Sect. 9.1.4, we know that the modes (9.132) generate 
a Virasoro algebra with central charge 

c = 1 - 24a~ (9.133) 

(See Ex. 9.11 for an alternative proof using the mode expansion.) 
The state la,ao} is the highest-weight of Fa,ao with confonnal dimension a2 _ 

2aao, namely 

(9.134) 

This state is obtained from the vacuum 10, ao} by the action of ei .r2a<po, where ({Jo 

is the operator conjugate to ao: [({Jo, ao] = i. From the mode expansion (9.6), this 
may also be written 

(9.135) 

Eq. (9.134) is thus equivalent to Eq. (9.33). The charge Q introduced in Eq. (9.20) 
is just the zero-mode ao of q;, and Eq. (9.23) is equivalent to the second line of 
Eq. (9.131). Moreover, thanks to the commutation relation 

[Lo, a_n ] = na_n V n ~ 0 (9.136) 

the states in F a,ao are naturally graded by Lo. By analogy with the ordinary Virasoro 
case, the eigenvalue of Lo is called the level. The character of F a,ao is 

qa2-2aoa-cl24 
Xa.ao(q) = TrFa.ao (qLo-cl24) = n (1 _ n) 

n~l q 
(9.137) 

since pen) states are generated at level n by acting freely on la, ao} with arbitrary 
products of ako k < O. 

To represent the confonnal blocks in correlation functions, we also need to 
define the dual F;,ao of the charged bosonic Fock space Fa,ao. The latter is built 
upon a highest-weight (contravariant) vector (a, aol, satisfying 

(a,aola,ao) = 1 

and is given a (dual) Vrrasoro structure through 

(xIL-nY) = (x41Y) V [y) E Fa,ao' (xl E F;,ao 

The transposed At of an operator A is defined by 

(x lAy} = (xAt[y) 

(9.138) 

(9.139) 

(9.140) 

for any (xl E F;,ao' [y) E Fa,ao (for instance, L~n = 4). The dual. space F;.ao 
is thus also a Fock space, obtained by acting freely with the transposed creation 
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operators a~n on the highest weight (a, ao I. Taking the transpose of the Heisenberg 
commutation relations (9.130), wemayidentifya~n ~ -an,forn =f. O.Moreover, 
we must identify a~ ~ 2../2ao - ao, in order to recover L~n = Ln. This results 
in the following identification of Fock spaces: 

(9.141) 

9.B.2. Screened Vertex Operators 

Consider the chiral vertex operator of Eq. (9.6): 

V,,(z) = eiv'2a'Pozv'2aaoe-v'2a[En;>:1 a_nz"ln ]ev'2a[En;>:1 anCnln] (9.142) 

Vacuum expectation values of such operators are simply the z-dependent part of 
the full correlator (9.11), namely 

(O,aoiV",(ZI)··· V",,<Zn)IO,ao) = n(Zi -Zj)2a;"j 
i<j 

(9.143) 

Eq. (9.143) is valid only for Izd > IZ21 > ... > IZn I (which corresponds to a time­
ordering of the successive actions of the vertex operators), and when condition 
(9.9) is satisfied. 

In order to describe the minimal models, we shall restrict ourselves to values of 

p-p' 
ao = 2../Pii' (9.144) 

with p > p' two coprime integers, and of a = ar,s, with 

(9.145) 

and a± as in Eq. (9.52). In the following, the integers r,s are allowed to take 
arbitrary integer values, not multiples of p',p, respectively. Indeed, although 
ar+p',s+p = ar,s, the Kac formula (9.54) for the conformal dimensions hr,s(P,p') 
may be applied with arbitrary integer values ofr,s (not multiples ofp',p resp.) to 
describe all the null states of the correspon~g reducible Verma module V(hr,s, c). 

The chiral screened vertex operators V:~(z), with i positive and j negative 
screening charges, are defined through the following multiple contour integral 

V:~(z) = f Var .. (Z)V,,+(UI)··· V,,+(Ui)V,,_(VI)··· V,,_(vi) n duadvb 

(9.146) 
where the contours are time-ordered, namely Izi > lUll > ... > IUil > IVII > 
... > IVil. and all contours pass through the point Z. Usually the integrand in 
Eq. (9.146) has some singularities when arguments approach each other (in a close 
neighborhood of Z). and the integral may be regularized by analytic continuation 
from a region (with complex values of a+, a_ = -lIa+> where it converges. This 
should be equivalent to the subtraction of singularities" for instance by opening 
each contour at Z (point splitting). 
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By construction, the positive and negative charge screening operators Va± have 
confonnal dimension 1. When integrated on contours as in Eq. (9.146), their con­
fonnal dimension is reduced to O. Therefore, they do not affect the behavior of 
Var.s (z) under the action of Virasoro generators: 

(9.147) 

As an operator acting on a charged bosonic Fock space Fa,ao' V:~ has the effect 
of modifying the charge a ~ a + ars + ia+ + ja_. Indeed, taking a = arl,sl' the 
screened vertex operator is a map 

(9.148) 

In the following, we shall denote by Fr,s the Fock space Far.s,ao. 

9.B.3. The BRST Charge 

A screened vertex operator of particular interest is 

(9.149) 

The operator Js(z) is such that when acting on Fr,s (or equivalently when multiplied 
by the operator Var..(w), the argument w being integrated on a closed contour), 
it remains a single-valued function of z. This means that no phase is generated 
when the argument z circles around the origin: Js(e2brz) = Js(z). Indeed, when Z 
circles around the origin, all the integrated arguments may be taken to circulate 
simultaneously, and we get a net phase factor of 1 

f dwJs(eU1r z)Var.s (e2i1rw) = eU1r(2sa_ar.s+2a~s(s-1)/2) fdwJs(Z)Var.s (w) 

= eU1I'(r-l)s f dwJs(z)Var..(w) 

= f dwJS<z)Var..(W) 

(9.150) 
The phase factor in the first equality comes from the factor z.r2aao in the expression 
(9.142) of Va. Note that the single-valuedness of Js(z) is true only on Fr,s; on 
another Fock space, some spurious phase would be generated in Eq. (9.150). This 
suggests defining the BRST operator Qs as the contour integral of Js(z) over the 
unit circle, nonnalized by a prefactor lis: 

(9.151) 

The single-valuedness of Js{z) acting on Er,s together with Eq. (9.147), which 
implies that Js{z) has confonnal dimension 1, are responsible for the following 
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crucial property of the operator Qs, when acting on F r.s (or equivalently, multiplied 
by Var.s(w), with w integrated over a closed contour):11 

[LbQsl = 0 V k E Z (9.152) 

This is easily proved by applying Eq. (9.147) to the operator JAz) ofEq. (9.149), 
and then integrating z over a closed contour. With h l ._1 = 1 (Js(z) has conformal 
dimension 1), we get 

(9.153) 

as the closed contour integration of the total derivative of a single-valued function 
ofz. 

9.BA. BRST Invariance and Cohomology 

When acting on the charged Fock space Fr•s , the BRST ch~ge has a well-defined 
commutation relation with the screened vertex operator V~~,(z), which reads 

Q ' . V i•i (z) = e2irrar'.s,a_(s+s'-2i-I)Vi.s-i-I(z)Q s+s -21-1 r'.s' r'.s' s (9.154) 

To prove this, note that the charge scx- carried by the BRST operator Qs can be 
absorbed by a screened vertex operator, namely that 

Q V i.i ( ) = e2irrsar'.s'a_Vr'i.1.s·+'S(z) 
s r'.s' Z 

V i.i ( )Q Vi•i+s ( ) r'.s' Z s = r'.s' Z 
(9.155) 

The second equality follows from the definition of the screened vertex operator 
(9.146). In the first one, the phase factor arises from the commutation of the s 
vertex operators Va_ of Qs through Var'.s" The various Fock spaces over which the 
operators act in Eq. (9.154) are represented in the diagram: 

V~~,(z) 
Fr.s ~ Fr+r'-2i-I.s+s'-2i-1 

,!.. Qs+s'-2i-1 
(9.156) 

V i.s-i- I( ) 
r'.s' Z 

Fr.-s ~ Fr+r'-2i-I.'1p+2i+I-S-S' 

The commutation relation (9.154) is called the BRST invariance of the screened 
vertex operators. It immediately follows that the screened vertex operators V pre­
serve the Q-vanishing and Q-exactness of the states in the charged Fock spaces, 
namely 

Q - vanishing : Qlx} = 0 => QVlx} = 0 

Q - exactness : Ix} = QIY} => 3 Iz} S.t. Vlx) = Qlz} 
(9.157) 

11 Again, we note that this property is valid only if Os acts on Fr.s. Otherwise, some spurious phases 
would impair the commutation property with the Vrrasoro generators. 
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In the second statement, the state Iz) is equal to Vlx), up' .to a phase given by 
Eq. (9.154). In other words, the screened vertex operator V;:~,(z) maps 

KerQs C Fr.s ~ KerQs+s'-2j-l c Fr+r'-2i-l.s+s'-2j-l 

1m Qp-s c Fr.s ~ 1m Qp+2j+l-s-s' C Fr+r'-2i-l.s+s'-2j-l 
(9.158) 

In the second line, the operator Qp-s acts from Fr,2p-s == Fr-p,p-s to Frs whereas 
the operator Qp+2j+l-S-S' acts from Fr+r'-2i-l.2p+2i+l-s-s' to Fr+r'-2i-l.s+s'-2j-l. 
In particular, we may consider the successive action of Qs and Qp-s 

Qp-s Qs 
Fr,2p-s ~ Fr.s ~ Fr,-s 

(9.159) 

Then, we have 

1m Qp-s C Ker Qs (9.160) 

The proof of this fact is a consequence of the general scheme sketched below. This 
is the so-called BRST property, namely, the square of Q vanishes 

Qs Qp-s = 0 

We can therefore define the space of BRST states as 

Br.s = KerQslImQp_s C Fr.s 

(9.161) 

(9.162) 

This space is also known as the cohomology space of. Q in Fr.s. According to the 
two properties (9.158), the screened vertex operator V~~,(z) is also a map between 
BRST states 

V~.s,(z): Br.s -+- Br+r'-2i-1.s+s'-2j-l (9.163) 

A careful study of the structure of Vrrasoro singular vectors in the charged Fock 
spaces leads eventually to the identification of the irreducible Vrrasoro module Mr.s 
ofEq. (8.13) with the spaceBr.s ofBRST states. We simply sketch the outline of 
the proof. The BRST charge Q is a tool to generate singular vectors of the Virasoro 
algebra in charged Fock spaces. In the following infinite chain of actions of Q on 
Fockspaces 

Qs Qp-s Qs Qp-s 
•.. ~ Fr.2p-s ~ Fr.s ---+ Fr.-s ~ ... 

(9.164) 

the cohomology of Q is trivial, except for the central Fock space Fr.s. Indeed, 
1m Qp-s = Ker Qs or 1m Qs = Ker Qp-s on all the Fock spaces of the chain 
except Fr.s, for which the cohomology space Br.s of Q is· nontrivial. The singular 
vector with conformal dimension h r.2p-s in Fr.s is created by the action of Qp-s 
on the highest-weight vector of Fr,2p-s' Indeed, as Q commutes with the Vrrasoro 
algebra generators, Qp-s lar.2p-s, ao} is a singular vector with dimension hr,2p-S, 
and it can be proved that it does not vanish. Moreover, there is no singular vector 
with dimension hr.-s in Fr.s. Finally, the highest-weight vector lar.s, ao) of Fr.s is 
annihilated by Qs. Indeed, if it was nonzero, its image by Qs would be a singular 
vector in Fr.-s with same conformal dimension hr.s, but there is no such vector 
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in Fr.-s. Restricting ourselves to Ker Qs, we are left with a module that contains 
only the maximal submodule of dimension hr.2p-s. As shown in Eq. (8.13), the 
irreducible Vrrasoro module Mr,s is obtained by factoring the module built on 
its highest weight by the two sub-modules of conformal dimensions hr.2p-s and 
h r.-s. This is exactly realized by taking the space Br,s = Ker QsIIm Qp-s of the 
BRST states in Fr,s. Clearly, factoring out by 1m Qp-s amounts to factoring out the 
submodule of dimension hr.2p-s, whereas by considering Ker Qs we have already 
factored out the submodule of dimension hr.-s • We conclude that 

(9.165) 

The BRST states of Fr,s form the irreducible Virasoro representation Mr,s with 
conformal dimension hr,s. 

9.B.S. The Coulomb-Gas Representation 

As already mentioned in the previous section, the screened vertex operator V~~'(Z) 
extends to a map between BRST states (9.163), or equivalently between irreducible 
Virasoro modules 

V~~'(Z): M r.s --+ M r+r'-2i-I,s+s'-2j-1 (9.166) 

Moreover, it is a primary field of conformal dimension hr',s' (9.147). This map is 
instrumental in the construction of (left) conformal blocks for correlation functions 
involving the primary field 4>(r',s')(Z,z), In the graphical representation (9.106), it 
corresponds to an intermediate vertex 

V~~'(Z) = 
(T •• ) 

(T,.s,,--''---(T+T'-2i-l,.+.'-2j-l' 

(9.167) 

A general conformal block for the correlation function of primary fields is precisely 
indexed by the intermediate states (r, s) allowed by the successive OPE of the fields. 
More precisely, a conformal block for the N -point correlation function 

(4)(rJ,sJ)(ZI,ZI)···4>(rN,sN)(ZN,ZN)) 

is indexed by a sequence of allowed intermediate states 

(PI, 0"1),' .. , (PN-I, O"N-I) 

such that 

(9.168) 

(9.169) 

with k = 1, ... ,N, and (Po, 0"0) = (PN,O"N) = (1,1) (the expectation value is 
taken over the vacuum state Ih II = 0» .. ~e condition (9.169) is fulfilled by the 
action of the screened vertex operator V::~~ (Zk), provided we take 

Pk-I = rk + Pk - 2ik - 1 
(9.170) 
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With this choice, the corresponding conformal block reads 

N 

91~J.i~)(Zl"",ZN) ex (al,l,aol nV:Z~~(Zk)lal,l,aO) (9.171) 
k=l 

up to a multiplicative normalization constant independent of the z's. We note that 
the chain of identities (9.170) between the indices has to be satisfied in (9.171). 

The Coulomb-gas representation (9.171) of conformal blocks is not unique, 
due to the symmetry (r,s) -++ (P' - r,p - s). Taking advantage of this symmetry, 
it is possible to optimize the calculation of conformal blocks by performing the 
smallest possible number of integrations. For instance, the outgoing state (Po, 0"0) 

in (9.171) may be taken to be (P' - l,p - 1), in which case the corresponding 
highest weight reads (ap' -1 ,p-l , ao 1 = (2ao, ao I. To recover charge neutrality (Le., 
for the chain of identities (9.170) to still be satisfied), the last screened vertex 
operator also has to be modified. We may take, for instance, 

N 

91~J.i~)(Zb ... ,ZN) ex (ap'-l,p-l,aolV:~rl,p_sl (Zl) n V:!~~(zk)lal,l,ao) 
k=2 

(9.172) 
The net effect of this manipulation is the reduction of the number of contour 
integrations by i l + it = rl + Sl - 2. The representation (9.172) is the one used 
in Sect. 9.2. 

Exercises 

9.1 Correlator of vertex operators 
In this exercise we calculate the correlator (9.8) of vertex operators from the general ex­
pression (2.107) of the generating functional for the free boson, with a suitably regularized 
propagator K(x,y). This propagator is 

K(x,,) = -In [m2«x - ,)2 +a2)] (9.173) 

Here m is the (infinitesimal) mass of the field, which vanishes at the conformal point and 
serves as a long-distance cutoff, whereas the "lattice spacing" a serves as a short-distance 
cutoff. 

a) Setting the source term ofEq. (2.107) to 

N 

j(x) = iv2Eancp(Xn) 
n=l 

show that the correlator (9.8) is 

( - )2a.am 
(ei ..r2a1f'{xl) •• • ei ..r2aN f'{xN ») = (ma)2(a l+"'+aN )2 n Zmn;mn 

n<m a 
(9.174) 

b) Explain how the neutrality condition (9.9) is recovered at the conformal point. Is the 
different normalization of the correlator troublesome? 
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9.2 Correlator of vertex operators (bis) 
In this exercise we provide yet another way of calculating the correlator (9.8) of vertex op­
erators, based on the mode expansion (6.59). We write the (normal-ordered) vertex operator 
as 

V,,(z, z) =:eiJ2aq,(zoZ): V~(Z)V~(Z) 

where if; is the zero-mode of cp: 

ijJ(z, z) = C{Jo - iao In (zZ) 

(9.175) 

(9.176) 

and where the V~ contain only the purely holomorphic modes of the expansion (6.54): 

V~(z) = exp {-..r2a L ~a_nzn } exp {..r2a L ~anZ-n } 
n~ n~ 

(9.177) 

(likewise for V~(Z». If 4>(z) stands for the holomorphic part of cp(z, z) (without the zero­
mode), then 

V~(z) =:eiJ2a¢(z): 

a) Using the mode expansion, show that 

(4)(z)4>(w)) = -In (1 -~) 
b) From Eq. (6.193), which a priori does not hold for the zero-mode, show that 

(V' () V' (») n( )2a.". - 2ai"i "I z) ... "n Zn = Zi - Zj I 'Zi 
i<j 

and likewise for the antiholomorphic modes. 

c) From the commutation relation [cpo,ao] = i, show that 

eiJ2a1PO It!) = 1,8 + a) 

where the vacuum 1,8) is an eigenstate of ao: aol,8) = ..fi,8I,8). 

d) Show that 

(:eiJ2a1 q,(zl,ZI): .•• :eiJ2anq,(Zn,Zn):) = n Izd 4ai"i 

i<i 

(9.178) 

(9.179) 

(9.180) 

(9.181) 

(9.182) 

provided the neutrality condition Li ai = 0 is satisfied (otherwise the result vanishes). 
Putting everything together, recover the correlator (9.8). Notice that the holomorphic cor­
relator (9.11) may be recovered in the same way if we start with the chiral vertex operator 
(9.6), which amounts to dropping all the terms involving antiholomorphic coordinates. 

9.3 The Coulomb-gas integrals as solutions of a hypergeometric equation 
Solving Exs. 8.9 and 8.10 first can be of some help here. 

a) Rewrite the differential equation (8.71) for the four-point correlation function (9.66) 
(with'2 = 2, S2 = 1) as an ordinary (hypergeometric) differential equation for the function 
G(z,Z). 

b) Check that the functions /)(a,b,c; Z) and /2(a,b,c; z) of Eq. (9.72) generate the two­
dimensional linear space of solutions of this differential equation, witha, b,c as inEq. (9.70). 

c) Application: compute the values of a, b, c for the four-point function of cl>(2,1) in the 
Yang-Lee model M(5, 2). Check that indeed/I, h coincide, up to a numerical factor and a 
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well-defined power of z. with the conformal blocks found in Ex. 8.11. Compute the structure 
constants of the OPE tP(2,1) x tP(2,1) ~ ]I + tP(2,1)' 

d) Repeat the analysis for the Ising model M(4, 3). with the four-point functions of the 
energy e = «11(2,1) and spin u = <1>0,2) operators. Compute in particular the structure 
constants of the spin-spin OPE «110,2) x <1>0,2) ~ ]I + <1>(2,1). 

9.4 Fusion rules for the energy operator of the Ising model 

a) Write the two blocks II and 12 (9.72) for the Ising energy four-point function 
(<1>(2,1) «11(2,1) <1>(2.1) «11(2.1)' 

Result: a = b = c = -413. 

b) Show that the monodromy-invariant combination G(z, z) "" Xll/d2 + X21/212 reduces to 
only one term. Deduce that the fusion rule of the Ising energy operator is indeed e x e ~ I. 
This confirms the fact that the operator <I>{3.1) does not belong to the Ising theory. 

9.5 Check the relation (9.81). 

9.6 Computing the correlation junction G(z, z) = (<I>(r,s)<I>O,3)<I>(l.3)«II(r,s» 

a) Find the number of screening operators needed to represent this correlation function and 
write the corresponding integral. 
Result: 

I(CI.C2)(a,b,c; P; z) = z2al a2(1 - z)2a2a3 { dtl { dt2 
lCI lC2 

(tlt2>" (tl -1)(t2 -1)t(tl -Z)(t2 -z)f(tl -t2)P 

(9.183) 

whereal = aT,s = [(1-r}a++(1-s)a_)/2.a2 = a3 = -a+.anda = 2al a+.b = 2a3a+. 
c = 2a2a+. P = 2a~. 
b) Find a set of independent integration contours leading to a basis Ij(z). j = 1,2, ... , N. 
generalizing (9.72). 
Hint: There areN = 3 natural couples of contours (CJ,C2). namely [O,z) x [O,z). [O,z) x 
[1,00[. and [1, oo[x[1, 00[. 

c) Show that. with the choice of contours above. the three blocks have the following small 
z behavior Ij(z) "" zPi(1 +O(z». where PI = O. P2 = 1 +a+c. andPl = 2+2a+2c+p. 
Deduce that these blocks correspond, respectively. to the fusion rules /f>O,3) x tP(l.3) ~ ]I. 

tPO.3). and tPo.S). 
Hint: Check that Pj = hUH - h l •3 - hr,s. 

d) Express the monodromy of Ij(z) around the point O. Show that G(z, z) has the form 
L:Xj l/j (z)1 2 • 

e) Find a relation Ij(z) = 'Lfi,kik (1 - z) between I j and the functions h (obtained by 
interchanging a and b) revealing their monodromy around the point 1. 
Hint: Such relations are obtained by moving the contours from [1, +oo[ to)- 00, 1) and 
from [0. z) to ) - 00,0) U [z, +00[. For instance. 

s(a)s(a + P/2) 
fl,l = s(b + c )s(b + c + pl2) 

s(a)s(c) 
f2.1 = s(b + c)s(b + c + p) (9.184) 

s(c)s(c + pl2) 
fl.3 = s(b + c + P/2)s(b + c + p) 
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wheres(x) = sinnx. 

f) Deduce relations among the X's that determine them up to an overall normalization. 
Write the final result for G(z, z). 
Result: 

= 

h.i3.1 
hi3.3 
sea + b + c + p)s(a + b + c + p/2)s(b)s(b + pl2)s(a + c + p) 

s(a)s(a + p/2)s(c)s(c + p/2)s(a + c) 

hi3.2 
f2.i3.3 
sea +b +c + p)s(a +c + p/2)s(b) 
2s(c + p/2)s(a + p/2)s(a + c )c(P/2) 

where! =f- I , the inverse matrix off.s(x) = sinnx. andc(x) = COS1rX. 

(9.185) 

g) Compute the fusion rule CPO.3) x CP(r,s). and write relations for the associated structure 
constants. normalized by crossing symmetry. 

h) Check that the four-point correlation function of the energy operator of the Ising model, 
represented as <1>(1.3) (= <1>(2. I). has, according to the above, three possible conformal blocks. 
Write them as contour integrals. Show that only one of them survives in the monodromy­
invariant combination giving the four-point correlator. 

i) Application: Compute the conformal blocks for the four-point function of the <1>(1.3) 

operator in the Tricritical Ising model M(5, 4). 

9.7 Crossing and exclulnge matrices for the conformal blocks of the Ising energy four-point 
correlation function 
The total conformal block for the energy four-point correlator is 

I(z) = I - z + Z2 
z(1- z) 

(9.186) 

It corresponds to the fusion rule <1>(2.1) x <1>(2.1) -+ l (See. e.g., Ex. 8.12 for a proof.) 
Compute the matrix elements of the crossing and exchange matrices F and R describing 
the linear action of the transformations z -+ I - z and Z -+ liz, respectively, on I(z). 

9.8 Crossing and exclulnge matrices for the conformal blocks of the Ising spin four-point 
correlation function 
The two total conformal blocks for the Ising four-point spin correlator read (see, e.g., 
Ex. 8.12for a proof) 

(1 - ../f=Z)1/2 
Mz) = ':"./2=2(-z-(1---Z-)':")1-/8 (9.187) 

corresponding, respectively, to the CP(2.1) x CP(2.1) -+ nand c/J(1.2) x CP(1.2) -+ CP(2.1) fusion 
rules. 

a) Compute the entries of the crossing matrix F (Eq. (9.112» for these blocks. 
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Hint: By identifying the squares of both sides of the equations, show that 

1,(l-z) = ~(I,(z)+Mz») 

h(l-z) = ~(I,(z)-Mz») 

The overall sign is fixed, for instance, by the Z -+ 0 limit. 

b) Check the inversion formula (9.114). 

c) Compute the entries of the exchange matrix R (Eq. (9.113». 
Hint: By identifying the squares of both sides of the equations, show that 

1,(I1z) = ~(Wl'(Z)+wMz») 

MIIz) = ~(Wl'(Z)+wMZ») 
where w = exp(i:n14); the overall sign is fixed by the Z -+ 0 limit. 

9.9 Yang-Baxter relation/or the exchange matrix R 

(9.188) 

(9.189) 

Notations are as in Eq. (9.110), with N = 5. Show that there are two ways of transforming 
the corresponding conformal block of a five-point function into one with the fields 2 and 4 
exchanged, simply by using the exchange transformation R defined in Eq. (9.113). Deduce 
a cubic relation between matrix elements of R. 
Result: R(3 _ 4) R(2 _ 4) R(2 _ 3) = R(2 _ 3) R(2 _ 4) R(3 _ 4). 

9.10 Pentagon identity 
Notations are as in Eq. (9.110), with N = 5. Show that there are two ways of transforming 
the corresponding conformal block of a five-point function into one with the fields 2 and 4 
exchanged as well as 3 and 5. Deduce an identity (quadratic in R and linear in F) between 
RandF. 
Result: F(2 _ 5) R(2 _ 4) R(3 _ 4) = R(4 _ 2) F(l _ 3). 

9.11 The Virasoro algebra o/the charged bosonic Fock space Fa.ao 
Using the commutation relations of the Heisenberg algebra (9.130), show that the generators 
L n , nEZ, defined in Eq. (9.132), satisfy 

[L",L",1 = (n - m)L,,+m + :2n(n2 -l)lin+m.o 

with 

c=I-24a~ 

9.12 Vertex representation 0/ dual fields 
Dual primary fields satisfy the OPE (cf. Ex. 7.11) 

rph aarph 
rp(r.s)(Z)rp(r'.s')(w) ~ ( )2 + -( --) z -w Z-W 

where a is some constant. Using the Coulomb-gas representation, show that this reduces to 
the requirement 
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Find all those sets of integers fer,s) (r',s')} that satisfy this condition and use the equiv­
alence between CP(-r,-s) and CP(r.s) to reproduce the list of dual primary fields given in 
Ex. 7.11. 

9.13 The quantum Korteweg-de Vries equation revisited: new characterization of the 
conservation laws 
As shown in Ex. 6.13, the conserved densities of the quantum Korteweg-de Vries equation 
1in [T] = 'Jt,,[qI], where the tilde expression is obtained after the substitution 

T = -~(acpacp) + i.J2aocfql 

satisfy 

Given that any differential polynomial F[T] commutes with the screening charges, that is, 

[F[T], Q±] = [F[T], f dz ei42a±\p] = 0 

argue that the conservation laws for the quantum KdV equation satisfy 

[f dz 1tn[T), f dw e-i42a+\p] = [f dz 1tn[T], f dw CPO,3)] = 0 

or equivalently 

[f dz 1tn[T], f dw e-i42a-\p] = [f dz 1tn[T], f dw CP(3,1)] = 0 (9.190) 

Remark: There is also an infinite number of integrals, built out of T, that commutes with 
the integral of CP(t ,2) or its dual cp(S,1) (cf. Ex. 7.11) and a distinct infinite family of integrals 
that commute with CP(2,1) or CP(t,S)' The spin of these charges is 6n ± 1 in both cases. The 
following exercise substantiates these claims. 

9.14 The quantum Korteweg-de Vries conservation laws and singular vectors 
The starting point of this exercise is the characterization (9.190) (cf. Ex. 9.13) of the 
conserved integrals of the quantum KdV equation and the duality condition presented in 
Ex. 7.11, which shows that 

[f dz CP(3,1) , f dw CP(t,3)] = 0 

a) In general CP(3,1) does not qualify as a conserved density for the quantum KdV equation 
because it is not a local differential polynomial of T. However, show that for the series 
(P,p') = (2k + 1,2), CP(3,1) is in fact a singular vector in the vacuum module, and as such 
it can be expressed locally in terms of T. It is thus necessarily a quantum KdV conserved 
density. For a fixed value of k, what is the spin of the conserved integral that becomes 
trivial? Verify that the conserved densities of H3 and Hs, with 

f f (c+2) 
H3 = dz (TT) and Hs = dz [(T(TT» - ----u- (BTBn] 

do indeed correspond to singular vectors at appropriate values of c. 

b) In a similar way, show that for (P,p') = (3k ± 1,3), tPcs,l) lies in the vacuum module. 
Therefore, it is expressible in terms of T. Since cp(S, I) is dual to CP(l,2). this leads to an integral 
H~ that commutes with i dz tPcl,2). Relate n to k. 
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Notes 

The Coulomb-gas fonnalism for two-dimensional CFT relies on the so-called Feigin-Fuchs 
integral representation of confonnal blocks for confonnal correlation functions (unpub­
lished). It was extensively developed for the minimal models by Dotsenko and Fateev [110. 
111]. 

The deep mathematical structure (BRST cohomology) underlying this construction was 
unearthed by Felder [128]. who extended the Coulomb gas fonnalism to the case of the 
torus correlation functions of minimal models as well. 

The general structure of minimal model correlation functions is based on the monodromy 
transformations of the confonnal blocks. The first study of the abstract properties of these 
blocks is due to Rehren and Schroer [305]. who introduced the notion of exchange algebra. 
In parallel. Moore. and Seiberg [272. 273] developed an axiomatic definition of rational 
confonnal field theories (RCFT) based on polynomial relations satisfied by the crossing 
and exchange matrices. These relations also include additional modular data to ensure that 
the theory is well defined on any Riemann surface of arbitrary genus. 

Ex. 9.14 is based on Refs. [93.267]. 



CHAPTER 10 

Modular Invariance 

We have assumed until now, implicitly or not, that conformal field theories were 
defined on the whole complex plane. On the infinite plane the holomorphic and 
antiholomorphic (or left and right) sectors of a conformal theory completely decou­
ple and may be studied separately. In fact, the two sectors may constitute distinct 
theories on their own since they do not interfere: Correlation functions factorize 
into holomorphic and antiholomorphic factors with a priori different properties. 
However, this situation is very unphysical. The decoupling exists only at the fixed 
point in parameter space (the conformally invariant point) and in the infinite-plane 
geometry. The physical spectrum of the theory should be continuously deformed 
as we leave the critical point, and the coupling between right and left sectors away 
from this point should lead to some constraints on the left and right content of the 
theory at the fixed point. In operator language, this implies that not every left-right 
combination of Verma modules is physically sound. 

In order to impose physical constraints on the left-right content of a conformal 
theory without leaving the fixed point, we must couple the left and right sectors 
through the geometry of the space on which the theory is defined. The infinite 
plane is topologically equivalent to a sphere, that is, a Riemann surface of genus 
h = O. In general, one may study conformal field theories defined on a Riemann 
surface of arbitrary genus h.1 In the context of critical phenomena, defining Eu­
clidian field theories on arbitrary genus Riemann surfaces may seem unnatural, 
except in the simplest nonspherical case: that of a torus (h = 1), which is equiv­
alent to a plane with periodic boundary conditions in two directions. The goal of 
this chapter is to study conformal field theories defined on the torus and to extract 
constraints on the content of the theory coming from the interaction of the holo­
morphic and antiholomorphic sectors revealed by modular transformations (to be 
defined below).2 

I In string theory, this is the basis for calculating multiloop scattering amplitudes. 
2 The requirement that a conformal theory still makes sense on a Riemann surface of arbitrary 

genus adds in fact many constraints to the theory. Modular invariance is one of them. However, nothing 
prevents us from considering projections of these fully consistent theories--projections that, in general, 
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In previous chapters, the operator formalism of quantum field theory was applied 
through radial quantization, namely, the curves of constant time were concentric 
circles and time was flowing outward from the origin. In this scheme there are two 
special points, the origin and the point at infinity, at which asymptotic fields are 
defined and which allow an explicit mapping from the field content of the theory 
to the abstract representations of the conformal algebra (the Verma modules). 
This representation is equivalent, via an exponential mapping, to that of a field 
theory living on a cylinder; the asymptotic points are then really at ±oo along the 
cylinder axis. The operator formalism on the torus is obtained by imposing periodic 
boundary conditions along this cylinder, that is, by cutting a segment of the cylinder 
and gluing the ends back together. The Hamiltonian and the momentum operators 
then propagate states along different directions of the torus, and the spectrum of 
the theory is embodied in the partition function. Note that in statistical models, the 
"space" and "time" directions are chosen in order to define a transfer matrix, and 
their respective orientation is a simple matter of convenience. 

This chapter is organized as follows. In Sect. 10.1 the general tools for studying 
conformal field theories on a torus, the partition function and modular transfor­
mations, are introduced. In Sect. 10.2, the partition function of a free boson is 
calculated. In Sect. 10.3, we calculate the partition functions of a free fermion 
and show how the various periodic and antiperiodic boundary conditions must 
be combined to form a consistent theory. In Sect. 10.4 we study variants of the 
free boson theory with central charge c = 1 (the compactified boson and the ~ 
orbifold) and their modular invariant partition functions. In Sect. 10.5 we see how 
modular invariance forces models with a finite number of fields (minimal models) 
to have a central charge of the form c = 1 - 6(p - p')/pp', where p and p' are rel­
atively prime nonnegative integers. In Sect. 10.6 the transformation properties of 
the characters of minimal models under modular transformations are derived. The 
construction of modular invariant partition functions for minimal models (hence 
of physically sensible theories) is done in Sect. 10.7. Finally, in Sect. 10.8, we 
come back to the question of fusion rules in minimal models from the point of 
view of modular invariance and derive the Verlinde formula, which relates fusion 
coefficients and modular transformations. 

§10.1. Conformal Field Theory on the Torus 

A torus may be defined by specifying two linearly independent lattice vectors on 
the plane and identifying points that differ by an integer combination of these 
vectors. On the complex plane these lattice vectors may be represented by two 
complex numbers WI and C!>2, which we call the periods of the lattice. Naturally, 
the properties of conformal field theories defined on a torus do not depend on the 

do not satisfy these constraints. This is the case for the confonnal theories with boundaries studied in 
Chap. 11. 
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overall scale of the lattice, nor on the absolute orientation of the lattice vectors. 
The relevant parameter is the ratio T = WzIWI, the so-called modular parameter. 

10.1.1. The Partition Function 

A theory defined on a torus may be treated in the path-integral formalism. The 
essential difference from the infinite plane is the occurrence of local fields obeying 
periodicity conditions such that the action functional is invariant with respect to 
translations by the periods WI,2. This does not necessarily mean that the conformal 
fields themselves are simply periodic. For instance, a real fermion living on a 
torus may pick up a factor of -1 when translated by a period: this constitutes 
the Neveu-Schwarz (NS) condition, whereas the Ramond (R) condition demands 
that the fermion be periodic. Since there are two periods, a fermion field may be 
defined according to four types of boundary conditions: (R,R), (R,NS), (NS,R), 
and (NS,NS). In any case, the path-integral formulation of a field theory on a torus 
is well defined provided the boundary conditions chosen for the dynamical fields 
leave the action invariant. 

However, we shall work mainly in the operator formalism. The relevant quantity 
in this scheme is the partition function Z (or the vacuum functional, in Minkowski 
space-time) and its dependence on the modular parameter T. We find an expression 
for the partition function of the theory in terms of the Virasoro generators Lo and to. 
We need to define space and time directions, which we shall take to run along the 
real and imaginary axes, respectively; it is the orientation of the periods relative 
to these space and time axes that matters. If H and P denote, respectively, the 
Hamiltonian and the total momentum of the theory (generating translations along 
the time and space directions), then the operator that translates the system parallel 
to the period Wz over a distance a in Euclidian space-time is 

exp - ~ {H 1m Wz - iP Re Wz} 
IW21 

(10.1) 

If we regard a as a lattice spacing, the above translation takes us from one row of 
a lattice to the next, but parallel to the period Wz. If the complete period contains 
m lattice spacings (IWzI = rna) then the partition function is obtained by taking 
the trace of the above translation operator to the m-th power: 

Z(WI, Wz) = Tr exp -{H 1m Wz - iP Re Wz} (10.2) 

We need to express the operators H and P in terms of the Virasoro generators Lo 
and Lo. This can be done by regarding the torus as a cylinder of finite length whose 
ends have been glued back together. We know that on a cylinder of circumference 
L the Hamiltonian operator is H = (2rrIL)(Lo + Lo - cl12), wherein the Vrrasoro 
generators are defined on the whole complex plane after an exponential map; the 
constant term has been added to make the vacuum energy density vanish in the 
L -+ 00 limit. Likewise, the momentum operator, which generates translations 
along the circumference of the cylinder, is P = (2rriIL)(Lo - to). Since we have 
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chosen WI 'to be real (and equal to L), we may finally write the partition function 
as3 

Z(1') = Tr expm{(1' - i)(Lo + to - cl12) + (1' + i)(Lo - to)} 
= Tr exp 2m { t"(Lo - cl24) - i(Lo - cl24) } 

We define the parameters 

q = exp2m1' ij = exp-2mi 

We may then express the partition function as 

(10.3) 

(10.4) 

(10.5) 

Note that the partition function depends on the periods Wl.2 only through their 
ratio 1'. This expression for the partition function involves the characters defined 
in Eq. (7.12). We thus expect that the partition function will be expressible as a 
bilinear combination of characters of the Verma modules forming the Hilbert space 
of the theory. 

10.1.2. Modular Invariance 

The main advantage of studying conformal field theories on a torus is the imposition 
of constraints on the operator content of the theory from the requirement that the 
partition function be independent of the choice of periods Wl,2 for a given torus. 

We let w;,2 be two periods describing the same lattice as W!,2' Since the points 
w~ and w~ belong to the lattice, they must be expressible as integer combinations 
ofw! andW2: 

a,b,c,d E Z 
ad-bc=1 

(10.6) 

Of course, the same may be said of W!,2 in terms of w;,2' which implies that the 
above matrix should have an inverse with integer components. Since the unit cell of 
the lattice should have the same area whatever the periods we use, the determinant 
of that matrix should be unity. We are therefore led to consider the group of integer, 
invertible matrices with unit determinant, or SL(2, Z). Such matrices evidently 
form a group, since the unit determinant guarantees that the matrix has an integer 
inverse. 

Under the change of period (10.6), the modular parameter transforms as 

a1'+b 
l' -+ -- ad -bc = 1 (10.7) 

c1'+d 
Insofar as l' is concerned, the sign of all the parameters a, b, c, d may be simultane­
ously changed without affecting the transformation. The symmetry of interest here 

3 Here and in the following, we drop the i dependence of the partition function, since T and i 
are not'independent, the latter being the complex conjugate of the former. In particular, a modular 
transformation will act on T and i simultaneously. 
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is therefore the modular group SL(2, Z)/Z2, or PSL(2, Z). We are thus interested 
in finding partition functions Z( 'f) that are invariant under modular transformations 
of the torus modular parameter 'f. Note that the modular group will keep 'f on the 
upper half-plane. 

10.1.3. Generators and the Fundamental Domain 

We consider the particular modular transformations 

1 
S: 'f ~-­

'f 

or T=(~ ~) 

or S = (~1 ~) 
It can be shown that these two transformations, satisfying 

(ST)3 = S2 = 1 

(10.8) 

(10.9) 

generate the whole modular group, namely, each modular transformation may be 
reduced to successive applications of S and T (see Ex. 10.2 for a detailed proof). 

This result is easier to understand geometrically by considering the so-called 
Dehn twists. Consider a torus specified by the periods WI and W2. The modular 
transformation T : 'f ~ 'f + 1 amounts to changing the second period as follows: 
W2 ~ W2 + WI· On the torus, this is equivalent to cutting the torus at a fixed time, 
turning one of the ends by 2rr and gluing the two ends back together. Likewise, 
the modular transformation U : 'f ~ 'f/( 'f + 1) is equivalent to a similar operation, 
but after cutting along a fixed space coordinate. These two operations on the torus 
are called Dehn twists. They are in fact finite diffeomorphisms of the torus that 
cannot be obtained continuously from the identity. It is intuitively clear that any 
redefinition of the periods WI,2 may be obtained by a succession of operations 
of the above type. It is easy to verify that the modular transformation U may be 
written as U = T ST. Therefore S and T are indeed generators of the modular 
group. The mappings T and U are illustrated on Fig. 10.1. 

Im7 /,.27+1 -- , -- , 

-- u : 
:7+1 7+2 

'~---...,-+------------;-. 

T 

o 1 ReT 

Figure 10.1. The modular parameter T and the unit cell of the lattice. The unit cells obtained 
under the modular transformations 7 and U = 7 S7 are illustrated by dashed lines. 
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The action of the modular group r on the upper half of the r-plane is rather 
complicated. Afundamental domain of r is a domain of the upper half-plane such 
that no pair of points within it can be reached through a modular transformation, 
and any point outside it can be reached from a unique point inside, by some 
modular transformation. Of course, the action of any modular transformation on 
a fundamental domain as a whole yields another fundamental domain. The usual 
convention is to pick the fundamental domain denoted Fo defined as follows: 

{

1m z > 0, -! < Re z < 0 2- -
Z E Fo if or 

1 
1m Z > 0, 0 < Re Z < 2 

and Izl ~ 1 

(10.10) 

and Izl > 1 

We note the use of strict inequalities where appropriate. This domain is illustrated 
on Fig. 10.2, as well as some other domains obtained by applying simple modular 
transformations on Fo. 

-1 TEO 

!Im T , , 

TF'o 

ReT 

Figure 10.2. The standard fundamental domain Fo of the modular group, and some other 
domains obtained by applying modular transformations on Fo. 

§ 1 0.2. The Free Boson on the Torus 

In this section we shall calculate the partition function of a free boson. Some care is 
needed because of the zero-mode, which should be discarded since it contributes an 
infinite amount to Z. Discarding the zero-mode should be equivalent to evaluating 
the trace (10.5) over the Fock space associated with the identity operator (Le., the 
vertex operator of charge zero). From Eqs. (10.5) and (7.16), we therefore expect 
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the partition to be of the following form: 

1 
Zbos ex Ir](r)l2 

341 

(10.11) 

The proportionality constant is important, since the above expression is not modu­
lar invariant! Indeed, as is shown in App. 10.A, Dedekind's .,., function transforms 
as follows under the modular transformations T and S: 

.,.,(. + 1) = ei7r/12 .,.,(.) 

.,.,(-1/.) = .J-i • .,.,(.) 
(10.12) 

Although 1.,.,(.)1 is not modular invariant, it is a simple matter to check that the 
product (1m .)1/4 1.,.,(.)1 is. Therefore, with a suitable proportionality constant en­
suring modular invariance, the free-boson partition function (without zero-mode) 
is 

(10.13) 

In the remainder of this section we shall see how this result may be obtained di­
rectly from the path-integral formalism. Readers willing to skip the rather technical 
discussion that follows may proceed to the next section. 

In the path-integral approach, the free-boson partition function without the 
zero-mode may be written as follows: 

(10.14) 

where the coordinate integrals are carried over the torus. Here A denotes the area 
of the torus, equal to 1m (WzwD, and ({Jo = A-1I2 is the normalized eigenfunction 
of the zero-mode. The argument of the delta function is the coefficient of the 
zero-mode in an arbitrary field configuration; this delta function therefore ensures 
that the zero-mode is not integrated. The .fA in front was put there to make 
the whole expression dimensionless (in fact, the delta function with its properly 
normalized argument was introduced mainly in order to justify this factor). We 
have chosen the normalization g = 1 for the free-boson action, instead of our 
standard g = 1I4:n'. However, changing this normalization would only result in a 
constant multiplicative factor, which we are ignoring anyway (only t'-dependent 
multiplicative factors matter). 

We expand the field ({J along the normalized eigenfunctions f/Jn of the Laplacian 
operator V2 , with eigenvalues -An: 

(10.15) 
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The functional integral over the nonzero modes V.n 1= 0) is then 

Zbos(r) =..fA f If dCi exp -~ ~ AnC~ 

= ..fA n (27f)112 
n An 

(10.16) 

In general, this product diverges and must be regularized. We shall use the so­
called ~-function regularization technique, which is based upon the definition of 
the following function: 

~' 1 G(s) = ~-
n A~ 

(10.17) 

where the primed sum means that the eigenvalue A = 0 is excluded. The function 
G(s) is analytic for sufficiently large values of s, and may be analytically continued 
to lower values of s, in particular s = 0, for which the above series definition is 
no longer valid. The partition function is then formally equal to 

1 
Zbos(r) = ..fA exp "2G'(O) (10.18) 

(we have discarded the irrelevant numeric factor (27f )112 coming from each mode). 
In the case under consideration, the eigenvalues of the Laplacian are labeled by 

two integers m and n: 

(10.19) 

where k l ,2 are the basis vectors of the lattice dual to the one defined by the periods 
WI,2: 

(10.20) 

It follows that 

1 21l'(ul 12s G(s) = I:' 1 2s 

A m,n Im+nrl 

=2~(2s)+~' (~lm+1nrl2s) 
(10.21) 

where ~(z) is the Riemann ~ -function. The second term of the last expression is a 
periodic function of nr with unit period, since all values of m are summed upon; 
it may therefore be Fourier expanded (we write r = rl + ir2): 

1 

~ Im+nrl2s 
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(10.22) 

where, in the fourth line, we have used the integral representation of the Euler r 
function 

to rewrite 

1 

1+00 

res) = 0 dtts - I e-t 

= 
1 

res) 
1+00 

o dt f- I e-zt 

with z = y2 + n2'l"~. We separate the contribution of p = 0 from the rest. At p = 0 
the above reduces to res - ~) In 1"21'-2s . Summing this term over n =F 0, we find 

res - !) , res - !) 
../ii ()2 I: In1"21 1- 2s = 2../ii ()2 1'l"211-2s~(2s - 1) r s n r s 

(10.23) 

We use, on the above expression, the following functional relation for the 
~-function: 

1l"-sI2r(s/2)~(s) = 1l"(t-s)/2 r«(I - s)I2)~(I - s) (10.24) 

We may therefore write the following relation, after changing the integration 
variable from t to t1T[Jln1"2: 

res) (=r-1I212~WII2s G(s) 

( 'l"2 )S-1I2 ('l"2) 1/2-s = 2r(s)~(2s) 1l" + 2r(I - s)~(2 - 2s) rr (10.25) 

+ ../iiI:'I:' e21ripnTl 100 dt f- 1I2 IE IS- 1I2 e-lrlnplr2(t+lIt) 
p not n 

This expression for G(s) has the merit of being explicitly even in s - ~, namely, 
it is symmetric under s -+ 1 - s. Since it is well-defined for s > 1 and coincides 
then with the original series expansion, we shall use this expression to extract the 
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value of G(O) and G'(O). We need only expand G(s) to first order around s = O. 
Since r(s) '" lis. the integral is needed only at s = 0: 

foo dt rIl2e-lTlnplr2(t+lIt) = _1_e-2lTlPnlr2 

10 t IPnll/2 

Using the special value ~(2) = rr2/6. we write 

1 
G(s) = -1 - 2s In lA/wI I + "3srrt'2 

+ s 2:'2:,_1 e21ripnrl-2lTlPnlr2 + 0(S2) 

P n IPI 

We still need to work on the double sum. It may be written as 

L ~(e21ripnrl-2npnr2 +e-21ripnrl-2npnr2) 

n,p>OP 

= -2 In 117(q)12 - ~rr'l'2 

Since .Jil/IWll = ..[ii,. one may finally write 

G'(O) = -2 In (.,jih2 I 17('l') 12) 

According to Eq. (10.18) the free-boson partition function is then 

1 
Zbos( 'l') = --==,--­

..jIm'l'I17('l')12 

(10.26) 

(10.27) 

(10.28) 

(10.29) 

(10.30) 

which is the desired result. with the correct multiplicative factor ensuring modular 
invariance. 

§10.3. Free Fermions on the Torus 

The path-integral calculation of the free-fermion partition function could in princi­
ple be obtained with the same method as for the free boson. Indeed. the free-fermion 
action may be written as (cf. Sect. 5.3.2) 

S = 2~ J d2x (t/iat/i + ""I)'Ifr) (10.31) 
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Since the two fields 1/1 and ..ji are decoupled, the partition function is simply the 
product of the Pfaffians (defined in App. 2.B) of the differential operators a and a: 

Z = Pf(a)Pf(a) (10.32) 

Since the Pfaffian is the square-root of the determinant, and since the product aa 
is the Laplacian, we find 

(10.33) 

We have not yet specified the periodicity conditions to be imposed on the 
fermions. These conditions affect the admissible eigenvalues of the Laplacian 
and the associated determinant. We shall assume that the fermions pick up a phase 
when translated by a period: 

(10.34) 

We suppose that the same periodicity conditions are satisfied by the antiholomor­
phic component ..ji. Since the action must be periodic when the torus coordinate z 
is shifted by a period, we are restricted to the following four possibilities: 

(v,u) = (0,0) or (R,R) 
1 

(R,NS) (v,u) = (0'"2) or 

1 
(NS,R) 

(10.35) 
(v,u) = ("2,0) or 

1 1 
(NS,NS) (v,u) = ("2'"2) or 

Again, we associate the names of Ramond (R) to the periodic boundary condition 
and Neveu-Schwarz (NS) to the antiperiodic one. We shall denote by Zv,u the 
partition function associated with the periodicity condition (v, u). A set (v, u) of 
periodicity conditions is called a spin structure for the fermion. Because of the 
decoupling between 1/1 and ..ji, we may consider the partition function obtained by 
integrating the holomorphic field only, which we call dv,u. It follows that 

(10.36) 

If an eigenfunction of the Laplacian satisfies the periodicity conditions (v, u), 

(10.37) 

then the associated eigenvalue has the form 

(10.38) 
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(A is the area of the torus). We could proceed as in the previous section, and 
consider the following function: 

Gvu(s)= --( A) 1 
, 21l'wJ ~ 1m + n'l' + (u + v'l')I2s 

The partition function, after this ~ -function regularization, is equal to 

z",u = exp -~G~,u(O) 

(10.39) 

(10.40) 

If (v,u) =I (0,0), there is no Laplacian zero-mode, and the subtlety associated 
with it disappears. That zero-mode exists only for the (R, R) sector, in which case 
the partition function vanishes: Zo,o = O. Accordingly. we shall not use the path­
integral method to calculate the partition functions, but rather the operator method, 
following Eq. (10.5). 

We need to implement the periodicity conditions in the time direction within 
the operator formalism. These conditions are rather unusual in the context of field 
theory, but may be expressed as conditions on correlation functions on the torus. 
Consider the generic correlation function of fermions 

(1/I(z)X) (10.41) 

where X stands for the product of an odd number of fermion fields at various 
positions, so that the correlator is nonzero (the correlator of an odd number of 
fermions is zero, since they are Grassmann numbers). We take this fermion from 
its position z to Z + lV2 via some continuous path. Within the operator formalism, 
this means that the 1/I(z) will go through all the possible instants of time (modulo 
the periodicity) and will have to be passed over all the other fermions in X in 
succession, because of the time-ordering. Since a minus sign is generated each time, 
there will be an overall factor of -1 generated by this translation, and therefore 
the usual correspondence between the path-integral and the Hamiltonian approach 
leads naturally to the antiperiodic condition (u = ~) when the theory is defined on 
a torus. To implement the periodic condition (u = 0) we need to modify the usual 
correspondence by inserting in all the correlators an operator that anticommutes 
with 1/I(z), whatever the value of z. Such an operator is (-1 t, where F is the 
fermion number 

(10.42) 

and where F 0 is an operator defined in the space-periodic case, equal to 0 when 
acting on 10) and to 1 when acting on bolO). A fermion number F is defined in the 
same way for the antiholomorphic component 1fr. This amounts to multiplying the 
time-evolution operator over a time L by a factor exp -i1l'F = (-It. To make 
sure that this feature is built into the partition function, we simply insert (-1 t 
in the definition of the partition function, within the trace, in the time-periodic 
case. 
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This prescription implies the following expressions for the holomorphic 
partition functions dv•u associated with each periodicity condition: 

do 0 = _1_ Tr ( -1 t qLo-I/48 = _1_ Tr ( -1 t q'Ek kb_kbk+l /24 

. v'i v'i 

(10.43) 

d 1 1 = TrqLo-lI48 
2' 2 

The expressions (6.114) for Lo were used. The factors of v'i in the first two lines 
are conventional and are introduced in order to simplify the modular properties 
later on. 

These partition functions may easily be calculated, since qLo factorizes into 
an infinite product of operators, one for each fermion mode (the same is true of 
(-It). For instance, 

d4.0 =q- II48 Tr Oqkb_kbk(_ltk 

bO 

= q-lI48 0 (Trqkb-kbk(_ltk) 
bO 

(10.44) 

wherein we have used the fact the the trace Tr (AB) of a product of two operators 
acting on different factors of a tensor product is simply the product (Tr A)( Tr B), 
the latter traces being taken only over the restricted spaces on which A and B 
specifically act. For a given fermion mode, there are only two states and the traces 
are trivially calculated: 

Tr~-kbk = 1 +l 
Trqkb-kbk(_ltk = 1 _qk 

(10.45) 

We may therefore write the following infinite products for the partition functions, 
and relate them to the theta functions defined in App. (to.A): 

do•o = _1_qIl24 Ii (1 - q") = 0 
v'i "=0 

d I = _1 1124 000 (1 + ") = J /h.(r) 
0'2 v'iq "=0 q l1(r) 

(10.46) 
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How does this relate to the Vrrasoro characters? These characters are not defined 
with the torus in mind, and so they do not take into account the periodicity in the 
time direction: only the boundary condition on the cylinder matters; we therefore 
distinguish the R and NS sectors, and for each we define the characters according 
to Eq. (7.12) with the help of the expressions (6.114) for Lo. 

Table 10.1. Lowest energy states in the 
NS sector. 

£0 State(s) 

0 10) 
I b-1I210) 2 
3 b-3/2 10) 2 
2 b_312b_I12 10) 
5 b-512 10) 2 
3 b_512b_I12 10) 
7 b_712 10) 2 
4 b_512b_312 10) , b_712b_ InlO) 

We first consider the NS sector. The lowest eigenstates of £0 are listed in 
Table 10.1. There are states with integral values of £0, others with half-integral 
values. This means that the trace of qLo is not a pure character in this case, but 
the sum of two (or more) simple Virasoro characters. Since this system has c = 
c(4,3) = 4, we know exactly what the allowed Verma modules are: they have 
conformal weights 0, 4 and ft" according to the Kac table. We therefore have a 
sum of the Vrrasoro characters XI,I and X2,1, occurring each with multiplicity one, 
as may be seen from the lowest two states. The states contributing to XI,I have an 
even fermion number and vice versa; this allows us to write the Virasoro characters 
as follows: 

1 
XI,I = q-I/482 Tr(1 + (_l)F)qLo 

X2,I = q-lI48 ~ Tr (1 - (-1t)qLo 
(10.47) 

Comparing with the partition functions calculated above, we have the relations 

(10.48) 

We then consider the Ramond sector. Here there are two degenerate ground 
states, differing by the fermion number F. Moreover, the eigenvalues of £0 in 
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this case are integer offsets of -h, according to Eq. (6.114). The character XI,2 is 

obtained by choosing one of the ground states, and obviously XI,2 = do,~/,J2. 
From the expression (10.46) for the partition functions, it is a simple matter, 

with the help of App. IO.A, to determine their modular transformations: under 
-r -+ -Ih, we have 

do 1 (-lit") = d I o(-r) 
'2 2' 

Under the transformation -r -+ -r + 1, we have instead 

do 1 (-r + 1) = ei1r/8do 1 (-r) 
, 2 '2 

d! !(-r + 1) = e-i1r/24dl (-r) 
2 '2 2,0 

(10.49) 

(10.50) 

Since the full partition functions are simply Zv,u = Idv,u 12 , they transform exactly 
like the dv,u 's, but without the phase factors. 

It is now evident that the only ways to obtain a modular-invariant partition 
function are (1) to impose periodic boundary conditions on the fermion (R,R), in 
which case the partition function vanishes because of the zero-mode, and (2) to 
include in the theory the three possibilities (NS,R), (R,NS) and (NS,NS), leading 
to the modular-invariant combination 

Z = Z! ! + Zo! + Z! 0 
2' 2 ' 2 2' 

=I~I+I~I+I~I (10.51) 

= 2 (IXl,lI2 + IX2,112 + IXI,212) 

Thus, modular invariance requires that all three conformal fields associated with 
c = ~ actually be present in the theory. Eq. (10.51) is merely twice the partition 
function of the Ising model on a torus. 

§10.4. Models with c = 1 

10.4.1. Compactified Boson 

We have seen in Sect. 6.3.5 how the restriction of the domain of variation of a 
free boson to a circle of radius R restricts the allowed values of the charge a of 
the vertex operators, and how it allows new configurations with nonzero winding 
number. On the torus, such windings can occur when going from a point Z to the 
equivalent points z + WI and Z + W2. There are thus two types of winding, and we 
must generally consider configurations with the following boundary conditions: 

qJ(z + kWI + k' W2) = qJ(z) + 21fR(km + k'm') k, k' E Z (10.52) 
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A doublet of integers (m, m') then specifies a topological class of configurations 
obeying the above periodicity conditions, and a partition function Zm,m' is defined 
by integrating over the configurations of such a class. The integration may be done 
by decomposing rp into a special configuration, which is also a classical solution 
to the equation of motion, ~,m' (with vanishing Laplacian, hence we take it to 
be the imaginary part of a holomorphic function), and a periodic field iP (the "free 
part" of rp). This reads 

cl +m rp = rpm,m' T 

cl _ 2 R {~ mi - m' _ z mr - m' } 
rpm m' - 7C ------, CUI r - r wr i - r 

(10.53) 

We check that the above configuration has indeed the right periodicity conditions 
and is real. The action S(rp) is then the sum of S[iP] (the action of the periodic 
field) plus the action S[ ~,m'] of the classical linear configuration. Indeed, since 

~rpc;"m' = 0, the crossed terms in the action S[rp] are proportional to 

f d 2x V rpc;"m' ViP = - f ~x iP t:.rpc;"m' = 0 (10.54) 

where we have performed an integration by parts. S[ ~ m'] is easily calculated as: 

S[rpc;,m'] = -81 f~x (Vrpc;,m,)2 
'1r ' 

1 f d'-.1- !lmcl !i cl = 2tr ~z "'i'm,m' urpm,m' 

= 2trR2A-- mr - m 1 I '12 
IWl12 r - i 

Imr-m'12 
=1rR2----

21m r 

(10.55) 

wherein A = 1m (Cl>2wn is the area of the torus. The functional integration over 
the periodic field iP gives a prefactor Zbos (cf. Eq. (10.13», leading to the following 
partition function: 

1rR2lmr - m'I2 
Zmm,(r) = Zbos(r)exp------

, 21m r (10.56) 

It is then a simple matter to determine the modular properties of this partition 
function, since Zbos is invariant under modular transformations. Under a general 
SL(2, Z) mapping r -+ (ar + b )/(cr + d), the r-dependent part of the exponent 
becomes 

= 

I(mar + bm)/(cr + d) - m'I2 1cr + dl2 

1m [(ar + b )(ci + d)] 

lmar + bm - m'cr - m'dl2 

1m r 

(10.57) 
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wherein we have used 

1m [(a'f + b )(ef + d)] = 1m (ad'f - be'f) = 1m 'f (ad - be = 1) (10.58) 

Under modular transformations, the doublet (m, m') transforms like 

(10.59) 

where the matrix is the inverse of the original 5L(2, Z) matrix. The doublet (m, m') 
thus transforms like the periods (k),k2) of the reciprocal lattice. That the set of 
modular transformations forms a group implies that a sum of the partition functions 
over all the doublets (m, m') with equal weights is a modular invariant. Indeed, 
the T and S transformations on Zm.m'('f) read 

Zm.m'('f + 1) = Zm.m'-m 

Zm.m,(-lI'f) = Z-m'.m 
(10.60) 

hence the sum over all (m, m') E Z2 forms a modular-invariant partition function 

Z(R) R Z () '" rrR2lm'f - m'12 
= --12-2 bos 'f L, exp - ----:2c:-Im-'f-~ 

m.m 
(10.61) 

The factor of RI -12 in front can actually be derived from a careful zero-mode 
integration of ({J.1t also gives the correct normalization 1 of the Vrrasoro character of 
the identity at e = 1 in the transformed expression (10.62). Poisson's resummation 
formula (cf. App. 10.A) may be used to reexpress this partition function in a 
different form. Setting 

in Poisson's formula (10.264) leads to 

Z(R) = _1_ L q(eIR+mRl2)2/2 q(eIR-mRl2)2/2 

171('f)12 e.meZ 
(10.62) 

In this form the partition function is manifestly compatible with the expressions 
(6.94) for 1.0 and La. It is simply the sum over all possible (electric) charges of 
vertex operators and all possible winding numbers (magnetic charges) of the e = 1 
Virasoro characters squared, with conformal dimensions 

- 1 
he•m = "2(elR - mRl2)2 (10.63) 

These dimensions give the spectrum of primary fields in this model. The m =f:. 0 
fields represent vortex configurations of the field ({J, namely lines of defect along 
which ({J has a discontinuity of 27rmR. The e =f:. 0 fields correspond to electrically 
charged vertex operators exp ie({JIR. A general field with e, m =f:. 0 is a superposi­
tion of these two. (The computation of some correlation functions of these fields 
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on the plane and on the torus will be presented in Chap. 12, Sect. 12.6.2.). The 
factor (1m 1')-112 has disappeared, since it resulted from the exclusion of the zero­
mode, whereas the sum over charge and winding number sectors means that the 
zero-mode has been naturally incorporated. From the conformal dimensions we 
see that the scaling dimensions Ile,m and the spins se,m of the primary fields are 
(cf. Eq. (5.21» 

Se,m = em (10.64) 

The spins thus take integral values, as they should for a boson. The scaling di­
mensions are all positive (or zero) and vary continuously with R. As it stands, 
the model exhibits a remarkable electric-magnetic (e ~ m) duality, which results 
in the invariance of the partition function and the spectrum of states under the 
interchange R ~ 2IR 

I Z(21R) = Z(R) I (10.65) 

10.4.2. Multi-Component Chiral Boson 

In this section we shall indicate how to form modular-invariant partition functions 
out of an assembly of compactified free bosons. We first need to introduce the 
notion of a multidimensional lattice. 

A lattice r of dimension n is a set of points in ]R.n with the property that its 
elements may be expressed as an integer linear combination of a set of n basis 
vectors Ei: 

r = {x = ~ XiEi I Xi E Z} (10.66) 

The lattice is said to be Lorentzian with signature (s,5) if it possesses (through 
]R.n) an indefinite inner product with signature (+ ... + 1-· .. -), withs (+) signs 
and 5 ( - ) signs. If S or 5 is zero the lattice is, of course, Euclidian; we shall denote 
by x . y the inner product between two elements x and y of ]R.n. The volume vol(r) 
of the unit cell is the determinant of the matrix formed by the components of the 
basis vectors: vol(r) = det[Ei . Ej). The lattice r* dual to r is the set of points p 
such that x . p E Z. Of course, r* is also a lattice in the above sense, and may be 
generated by the dual basis {En satisfying the relation Ei . Ej = 8ij; the volume of 
its unit cell is vol(r*) = lIvol(r). A lattice is said to be self-dual if r = r*; then, 
of course, vol(r) = 1. An integer lattice is defined to satisfy the property x . y E Z 
for all its elements x, y; it follows in that case that r E r*. An even-integer lattice 
is such that all its elements have even norm: x2 E 2Z. 

Now we go back to the partition function (10.62), which may be written as 

Z(R) = _1_ L eitrTfJ2-itr'ip2 

111( 1')12 p,p 
(10.67) 
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wherein we have defined 

p = e/R + mRl2 p = e/R - mRl2 (10.68) 

and the sum is taken over all integer values of e and m. The doublet (p, p) may be 
expressed as (P,p) = eel + me2, with 

el = (l/R, lIR) e2 = (Rl2, -Rl2) (10.69) 

After defining the Lorentzian product 

(x,y)· (x',y') = xx' - yy' (10.70) 

we see that the set of points (P,p) forms an even, self-dual, Lorentzian integer 
lattice, since e) . el = e2 . e2 = 0 and e) . e2 = -1. As we shall now demonstrate, 
this fact is closely related to the modular invariance of the partition function. 

We consider a set of n bosons of which we keep only the holomorphic modes, 
and an a priori distinct set of ii bosons of which we keep only the antiholomorphic 
modes. The theory is in fact defined by the following expression for the Virasoro 
generator: 

(10.71) 

where p belongs to some lattice r, and p to a lattice r. The partition function of 
such a system would then be 

1 Zr( r) = - L ei7rT[J2-i7rTp2 

1l( r)n ii( r t per,pEf' 
(10.72) 

We are interested in knowing under what conditions this partition function is 
modular invariant. The effect of the modular transformation r ~ r + 1 is easily 
seen to be 

27ri.(n - ii) 
Zr(r + 1) = Zr(r)exp 24 (10.73) 

provided that p2 - p2 be always an even integer. Thus the Lorentzian lattice r E9 r 
must be an even-integer lattice. In order to investigate the transfonnation r ~ 
-lIr, we need to use a generalization of Poisson's resummation fonnula: 

L 2 IlL 7r ( b ) exp(-rraq +q .b) = ---- exp-- p +-. 
vol(r) an/2 a 2m 

qef peP 

(10.74) 

wherein a is some constant with positive real part, and b is some constant n­
component vector. This fonnula may be easily demonstrated by using the closure 
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relation4 

L ~(x - q) = _1_ L e2rrix-p 
qEr vol(r) PEP 

(10.75) 

and by integrating it over lRn against the function exp( -rrax2 + b . x). Applying 
Poisson's formula to the partition function (10.72), we easily find that it is invariant 
under the mapping, -+ -lh, provided r = r*, that is, provided the lattice is self­
dual. We conclude that models built from n holomorphic and ii antiholomorphic 
bosons are modular invariant provided the charge lattice (i.e., the lattice of the 
charge (or momentum) vectors (P,p» is an even-integer self-dual lattice, with 
n - ii = 0 mod 24. 

This issue of modular invariance of a multicomponent boson system arises in the 
compactification of the bosonic string. Indeed, compactifying the extra dimensions 
in a consistent way is a task that has drawn a lot of attention in string theory. In that 
context the target space of the boson (the space in which the boson takes its values) 
is assumed to be physically very compact (of the order of the Planck length). The 
momenta of the string then take discrete values, and nonzero winding numbers 
must be considered. 

10.4.3. Z2 Orbifold 

A variation of the compactified free boson theory is obtained by assuming that 
the field cp does not take its values on the full circle, but on the object defined by 
identifying the angle cp with -cp, namely, by performing a quotient by the natural 
action ofZ2. Such an object is called a Z2 orbifold. When taken across a period WI 

or W2, the field cp may then be "twisted", resulting in the more general boundary 
condition 

(10.76) 

already encountered when dealing with fermions, with u, v being equal either to 
o or to 4. In the case of fermions, these boundary conditions were allowed by the 
fermionic nature of the fields, whereas here they follow from the topology of the 
space on which cp resides. Since the action for the free boson is symmetric under 
the interchange ({! -+ -({!, we may proceed as if the field were defined on the 
circle, except that we must integrate over half the range of cp in the path integral. 
Partition functions may then be calculated within the path-integral formalism, as 
before. 

However, we shall again work within the operator formalism and calculate 
traces in order to obtain explicit expressions for the partition functions. For 
(v,u) =1= (0,0), we shall denote the traces over the holomorphic modes by fv.u; 
the partition functions Zv.u are then equal to Ifv.u 12. The partition function Zo.o 
in the untwisted sector is Z(R). In Sect. 6.3.4, we defined an operator G that 

4 See App.14.C for a detailed derivation. 
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takes qJ into -qJ. This operator anticommutes with qJ and may play a role sim­
ilar to that played by (-It in the case of fermions, except that it must be in­
serted in the trace in the time-antiperiodic case (u = ~). It also anticommutes 
with the mode operators an and an and has the following action on the vacua: 
Glm, n) = I - m, -n). The Fock spaces built upon 1m, n) and I - m, -n) must 
be combined into sectors F ±, respectively symmetric and antisymmetric under the 
twist qJ -+ -qJ. Explicitly, F + is obtained by acting with an even number of cre­
ation operators an or an on the symmetric combination 1m, n) + I - m, -n), 
or with an odd number of creation operators on the anti symmetric combina­
tion 1m, n) - I - m, -n). F_ is built likewise, with the opposite combinations. 
The case m = n = 0 is special since the vacuum 10,0) is doubly degenerate: 
GIO,O)± = ±IO,O)±. 

The holomorphic partition functions fv,u may then be calculated like their 
fermionic counterparts: 

(;o! = TrGqLo-1/24 = TrGqLn a-nan-1/24 
'2 

f! 0 = TrqLo-II48 = TrqLn a-nan+lI48 
2 ' 

(10.77) 

Of course, the trace must also include a sum over the different vacua 1m, n), 
including the two vacua 10, O)± in the space-antiperiodic case (v = ~). Regarding 
fO,1I2, the insertion of G within the trace implies that only the sector m = n = 0 
will contribute; indeed, each state obtained by acting on 1m, n) + I - m, -n) 
with creation operators has a counterpart with the same La eigenvalue obtained by 
acting on 1m, n) - I - m, -n) with the same creation operators; however, these 
two states have opposite G values, and their contributions cancel in the trace. Thus, 
only the states obtained from the vacuum 10,0) contribute, and the sign of their 
contribution is -1 if they are obtained from an odd number of creation operators 
(G = -1) and + 1 otherwise. It follows that 

(; • _ -1/24 n°O 1 _ 2/ 71(r) 
0'2 - q n=1 (1 +qn) - fh(r) 

(10.78) 

We now consider the space-antiperiodic case (v = ~). Here we need consider only 
the two vacua 10, O)±, each giving identical reSUlts, resulting in a factor of 2. The 
difference here lies in the vacuum energy, and in the fact that the mode indices 
take half-integer values. We therefore have 

(. = ",.,1148 n 1 = 2 
2,0 ~ (1_qr) 

reN+112 

(. • _ 1148 n 1 _ 2/ 71( r) 
2'2 - 'lq (1 +qr) - 9J(-r)· 

reN+1I2 

(10.79) 
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As in the case of fermions, the modular properties of these quantities are easily 
obtained: 

and 

fo,4 (-lh) = f4,0(-r) 

f4,0(-lh) =fo,4(r) 

f! !(-lIr) =f! !(r) 
2' 2 2 t 2 

The only modular-invariant combinations are thus Zo,o = Z(R) and 

Ifo,t 12 + 1ft,012 + If!,! 12 

(10.80) 

(10.81) 

(10.82) 

What we call the orbifold partition function Zorb(R) is obtained by summing 
over all types of boundary conditions and projecting on G-invariant states. This 
amounts to the calculation 

1 - 1 -
Zorb(R) = Iql-1I122" Tr +(1 + G)qLoqLo + Iql-1I122" Tr -(1 + G)qLoqLo 

= ~(Zoo + Ifo! 12 + If! 012 + If! ! 12) 2' '2 2' 2'2 

= ~ (Z(R)+4~ +4~ +4~) 
2 1021 1031 1041 

(10.83) 
In the first line, Tr ± means a trace in the space-periodic and space-antiperiodic 
sectors, respectively. By using the identity 020304 = 2rp proven in App. IO.A, 
Eq. (10.260), the result can be finally written in the form 

§10.S. Minimal Models: Modular Invariance and 
Operator Content 

(10.84) 

After having treated various free-field examples, we now tum to the study of 
modular invariance in the context of minimal models. In this section, we show 
that, for a theory to have only a finite number of primary fields, the modular 
invariance of the partition function forces its central charge to be strictly less than 
one. Conversely, we will prove that if c is not of the form 1 - 6(p - p')2 /pp', for 
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relatively prime nonnegative integers p and p', the model cannot be minimal, that 
is, it contains an infinite number of Virasoro primary fields. 

We recall that the Hilbert space of a minimal model with central charge c is a 
finite collection of irreducible left-right Vrrasoro modules 

1-£ = EBM(c,h)®M(c,h) (10.85) 
h.h 

The modular invariance of the partition function of the theory on a torus turns out 
to be a very strong constraint on the operator content of the theory itself. The torus 
partition function reads, following Eq. (10.5), 

Z(r) = L Mh.h Xh(r) Xi/r) (10.86) 
h.h 

where Mh.h denotes the multiplicity of occurrence of M(c, h) ® M(c,h) in 1-£, 
and we identified the left Virasoro characters 

Xh(r) = TrM(c,h)(qLo-cl24) = qh-cl24 Ld(n)qn 
n~O 

(10.87) 

and their right counterparts. To make contact with Sect. 9.3.4, the characters can 
be viewed as the conformal blocks of the (nonnormalized) zero-point correlation 
function on the torus, namely the torus partition function (10.86), where the left­
right decomposition is manifest. 

For the following discussion, we take r to be purely imaginary (corresponding 
to a rectangular torus), namely r = ie, in order to make q real. Due to the presence 
of singular vectors, the number den) of independent vectors at level n in M(c, h) 
is bounded by pen), the number of partitions of n. This results in the following 
upper bound on Xh: 

h-(c-I)/24 
Xh(ie) :s qh-cl24 LP(n)qn = q . (10.88) 

n~O 1/(tO) 

In the limit 0 ---+ 0+ (henceq ---+ 1-), and since 1/(iO) = .;e 1/(i/O) (cf. Eq. (10.12», 
we have 

(10.89) 

In the last step, we keep only the leading term of 1/. Consequently, the modular­
invariant partition function satisfies the bound 

Z(ie) = Z(ilO) :s (Jerr/6£} L Mh.h 

h,h 

The last sum is the total number M of primary fields in the theory 

M = L Mh.h 
h.h 

(10.90) 

(10.91) 
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On the other hand, the leading behavior of Z(i/O) when 0 ~ 0+ is given by the 
contribution of the smallest dimension operators. Defining 

1 -
h min = 2 min {h + hlMh.ii # O} 

1 -
= 2(ho +ho) 

we have 

Z(i/() ~ Mho.iioe-41r/8(hmin -C/24) 

With the above upper bound (10.90), this implies 

(10.92) 

(10.93) 

M - e-~(hm;n-(c-1)124) < () M (10.94) 
ho.ho -

If the theory is minimal, the number M is finite, and the r.h.s. of (10.94) goes 
to 0 in the limit () ~ 0+. The bound then forces the strict inequality 

(c -1) 
h min > 24 (10.95) 

or equivalently 

c < 1 +24hmin (10.96) 

Since the identity operator with h = it. = 0 always belongs to the theory, h min ::: 0 
(one would have h min = 0 in a unitary theory). As a consequence, we find that all 
minimal theories must have 

c < 1 (10.97) 

We now refine the analysis to find which values of c < 1 can lead to minimal 
theories. For this, we need a lower bound for the torus partition function of the 
theory. We consider a theory with central charge c not of the form 1-6(p _p,)2/pp', 
and write again its modular-invariant partition function Z, in the form (10.86). Then 
two situations may occur for the Verma module V(c, h ):5 
(i) The module is irreducible, and its character reads 

qh-(c-1)/24 

Xh( 1') = 1J( 1') (10.98) 

(ii) There is a unique singular vector at some level N in V(c,h) (see Ex. 8.3»; 
therefore, the character of the associated irreducible module M(c,h) reads 

qh-(c-1)/24 

Xh(1') = 1J(1') (1 - qN) (10.99) 

In both cases, since N ::: 1, we have the following lower bound for the characters 
(with r = iO): 

h-(c-I)/24 

Xh(i() ::: q 1J(i() (1 - q) (10.100) 

5 This is a theorem of the representation theory of the Vrrasoro algebra (7.4). 



§ 1 0.6. Minimal Models: Modular Transformations of the Characters 

When () -+ 0+, we find 

Xh(i() > (1 - e-21rIl )()!ell'/l28 

> 21l'()~ ell'l1211 
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(10.101) 

This yields a lower bound on any modular invariant partition function built from 
these characters, when () -+ 0+: 

Z(i() = Z(i/() ~ 41l'2(j3ell'/68 M 

Again, the leading behavior of Z(i/() when () -+ 0+ gives 

M - e-(4l1'/II)(h min -cl24) > 41l'2()3e ll'/68 M 
hoho -

(10.102) 

(10.103) 

Therefore, if the theory is assumed to be minimal, with c not of the form 1 - 6(p -
p,)2/pp', the r.h.s. of the relation (10.103) goes to +00, which imposes the strict 
inequality 

h. < (c - 1) 
mID 24 (10.104) 

in contradiction with inequality (10.95). 
We have thus proven that all the minimal theories have a central charge of the 

form c = 1 - 6(p - p,)2/pp', where p and p' are two relatively prime integers. 

§ 10.6. Minimal Models: Modular Transformations 
of the Characters 

We recall the expression of the characters of the minimal models with central 
charge 

(p ')2 
c(P,p') = 1 - 6 - P 

pp' 
(10.105) 

pertaining to the irreducible representation with Kac indices (r,s) in the range 

l:::r:::p'-l 

1:::s:::p-1 

p's <pr 

(10.106) 

From now on, we denote by Ep,p' the set of pairs (r, s) in the range (10.106). The 
characters can be written in the form (8.17) 

(10.107) 

where 

Ar.s = pr - p's (10.108) 
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and 

(10.109) 

with 

N = 2pp' (10.110) 

The transformation T : • --+ • + 1 can be read directly from the expression of 
K .. (.). Using the T transformation of TJ given by Eq. (10.12) and the fact that 

(Nn + A)2 A2 
mod 1 (10.111) 

2N 2N 

we readily obtain 

(10.112) 

The relation 

A;,_s A;,s 
-- - - = rs = 0 mod 1 
2N 2N 

(10.113) 

allows us to write 

(10.114) 

Hence both K .. r.s and K .. r,_s transform in the same way. The action of T on the 
minimal characters reads then 

Writing 

Xr,s(. + 1) = L Trs,pa xp,A.) 

(p,a)EEp,p' 

we obtain the matrix element of T in the basis of minimal characters 

I T..· = 8 8 e2i7C(hr.s-cl24) I 
. rs,fX/ r,p s,a . 

(10.115) 

(10.116) 

(10.117) 

with the conformal dimension hr,s given by the Kac formula (7.65). Note that the 
original definition of characters (10.87) immediately yields (10.115). The use of 
functions K is, however, instrumental in the computation of the S transformation. 

In order to compute the action of S : • --+ -111", we first need a close look 
at the change of indices from (r,s) to Ar,s = pr - p's. For two relatively prime 
integers p and p', there exists a unique pair (ro,so) in the range (10.106), such 
that6 

pro - p'so = 1 (10.118) 

6 This result is known in France as the Bezout lemma. See Ex. 10.1 for a detailed proof. 
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We define 

CtJo = pro + p'so mod N (10.119) 

for which 

w~=1 mod2N (10.120) 

The integer CtJo has been designed to generate the transformation s --+ -s in Ar,s, 
namely 

Ar,-S = CtJo Ar,s mod N (10.121) 

The minimal characters can then be reexpressed in the form 

(10.122) 

From the obvious symmetries 

(10.123) 

we see that K .. defines a set of ~N + 1 independent functions. These relations 
immediately imply that 

X .. = X"+N = X-I.. = -Xwo" (10.124) 

Therefore, X .. takes (p - 1 )(P' - 1)12 independent values, which can be taken in 
the fundamental domain {Ar,sl(r,s) E Ep,p'}' 

The modular transformation S will now be shown to act linearly on K)... 
For this we apply the Poisson resummation formula (10.264) to K .. (-llr), 
A=O,I, ... ,N-I: 

K .. (-llr) = 1 L exp [_ 2irr (Nn + A)2J 
.J -i7:T/( -c) neZ -c 2N 

= ~ r dx Lexp2irr [kx - N (x + NA )2] 
-t-CT/(-C) JlR keZ 2-c 

1 L dx " . [-C k2 kA N A h 2] = L..."exp2m - - - - -(x+ - --) 
.J -i-cT/( -c) lR keZ 2N N 2-c N N 

= 1 L exp [-2irrkA] qFI2N 
...tiNT/(-c) keZ N 

(10.125) 
Writing k = p- + Nm, mE Z, p- E [O,N - 1], we get 

(10.126) 
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We have changed the sign of the phase in the exponential factor, which does not 
affect the summation as Kp. = Kp.+N = K_p.. Likewise, we get 

N-l 1 
KwoA(-IIt-) = L - e-2iJrwoAp.IN Kp.(T) 

p.=o -IN 
(10.127) 

where we have perfonned the change of summation index v = WoJ-L, and changed 
the sign in the phase factor, using again K_p. = Kw The minimal characters are 
therefore transfonned as 

(10.128) 

We are not quite finished since the range of summation is still not the desired 
one: we must restrict the sum over J-L on the r.h.s. ofEq. (10.128) to the fundamental 
domain Ep •p ' associated with (10.106). In the interval over which J-L is summed, 
there are points at which XA vanishes, namely when 

WoJ-L = ±J-L mod N (10.129) 

a consequence of the (anti)symmetry relations of Eq. (10.124). This corresponds 
to the case when J-L is a multiple of P or p'. The set of J-L'S for which WoA =1= ±A 
mod N can be decomposed into four sets of an equal number of elements: (i) a 
fundamental domain for the action of Wo, namely {Ar,sl(r,s) E Ep,p'}' (ii) its image 
under multiplication by Wo modulo N, and (iii) and (iv) their respective images 
under J-L ~ N - J-L. This enables to reorganize the r.h.s. of Eq. (10.128) into 

XA(-IIT) = 

L X/L (T)_I_ [e2iJrAp.IN - e2iJrAWOp.IN + e-2iJrAp.IN _ e-2iJrAWOp.IN] (10.130) 
p.=p.p,a ../N 

(p.(I)eEp .p' 

Writing A = pr - p's and J-L = P P - p' O'. we get the sum of exponentials 

2cos(27rJ...(pp - p'O')/N) - 2cos(27rA(Pp + p'O')/N) 

= 4( _l)1+sp+r(l sin(7r P rp) sin(JTP'sO') 
p'p 

This leads to the modular transfonnation 

(10.131) 

Xr,s(-IIT) = 2; 2, L (_I)1+sp+r(l sin(7r P,rp)sin(JTP' sO') Xp.(I(T) 
PP (p,(I)eEp .p' P P 

(10.132) 
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This is usually written in the fonn 

with 

Xr,s(-llr) = L Srs,pq Xp,u(r) 
(p,u)eEp,p' 

Srs. = 2 -(-l)!+sP+ru sin(1l' P rp)sin(1l'E..su) u;, , 
,pq PP' P' P 
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(10.133) 

(10.134) 

The matrix elements of the transfonnation S on the basis of minimal characters 
are clearly symmetric and real. In addition. the transfonnation S is unitary. which 
implies that 

(10.13S) 

This can be checked directly on the expression (10.134) by simple trigonometric 
manipulations (see Ex. 10.4). Notice also that (see Ex. 10.S) 

Sl1;pq =1= 0 for all (p, u) E Ep,p' (10.136) 

We conclude this section by giving the explicit fonn of the modular matrix S 
for the simplest minimal models. 
(i) The Yang-Lee model M(S, 2). As mentioned in Sect. (7.4.1), this nonunitary 
minimal model is built out of two primary fields: the identity ][ and tP(I,2). in this 
order. The modular matrix (10.134) is 

S = ~ (- sin(21l'/S) sine 41l'/S») 
.j5 sin(41l'/S) sin(21l'/S) 

(10.137) 

(ii) The Ising model M( 4,3). The three primary fields are, in this order. the identity 
][. the energy field e, and the spin field u. The modular matrix is 

S = - 1 1 -../2 1(1 1 ../2) 
2 ../2 -../2 0 

(10.138) 

(iii) The tricritical Ising model M(S,4). The six primary fields are listed in 
Table 7.2. in that order. The corresponding modular matrix is 

52 51 51 52 ../2 51 

51 -52 -52 51 ../2 52 

51 -52 -52 51 -../2 52 

52 51 51 52 -../2 51 
S= 

"j2 51 "j2 52 -../2 52 -../2 51 0 
../2 52 -"j2 51 ../2 51 -../2 52 0 

where 

51 == sin(21l'/S) 52 == sine 41l'/S) 

"j2 52 

-"j2 51 

"j2 51 

-"j2 52 

o 
o 

(10.139) 

(10.140) 
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§ 1 0.7. Minimal Models: Modular Invariant Partition 
Functions 

In this section, we exhibit the modular-invariant partition functions of the minimal 
models (p, p'). They tum out to be in one-to-one correspondence with pairs (G, H) 
of simply laced Lie algebras7 (An,Dn,E6,E7,Es) with respective dual Coxeter 
numbers p' and p. We do not intend to develop the Lie-algebraic interpretation at 
this point but merely wish to justify the notation ZC,H adopted in the following 
discussion. 

The expression (10.86) for the partition function of a minimal theory reads 

(10.141) 
(r ,s).(t.u)eEp,p' 

The multiplicities Mr ,s;t.u of occurrence of the corresponding left-right representa­
tion modules V rs ® Vtu are nonnegative integers, and the identity is nondegenerate, 
that is, MI.I;I.I = 1. 

Constructing a modular-invariant partition function amounts to finding a set of 
multiplicities Mr,s;t.u, such that 

MI.I;I.I = 1 

MT=TM 

MS =SM 

(10.142) 

The last two conditions express in matrix form the invariance of the partition 
function (10.141) under, respectively 

T : Z(r + 1) = Z(r) and S: Z(-I/'r) = Z(r) (10.143) 

(The unitarity of the matrices T and S has been used.) 
In this section, the results are presented in a rather sketchy way since the detailed 

mechanism behind the construction of these invariants will be exposed in full length 
in Part C, where classification issues are also discussed. One of the main features of 
the classification of minimal models is that, except for p or p' = 2, 4, there always 
exist more than one modular-invariant theory at a given value of the central charge 
C(P,p') = 1 - 6(p - pl)2/pp'. This means that one can find different operator 
algebras, closed under OPE, and built out of the same set of primary fields. The 
conformal theories discussed so far correspond only to one of these invariants, 
namely the diagonal invariant, which we shall denote by ZAp'_I,Ap_I' In particular, 
the fusion rules discussed in Chap. 8 apply only to these theories, and we expect 
different fusion rules for the other theories. Fusion rules will be addressed in all 
generality in Sect. 10.8 below. 

7 Simply-laced Lie algebras are fully discussed in relation to confonnal field theory in Part C. 
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10.7.1. Diagonal Modular Invariants 

The weakest condition, the T invariance, restricts the possible left-right association 
of rnodules (h, h) by the condition that 

h-h = 0 rnod 1 (10.144) 

An obvious solution consists of only left-right symmetric states with h = h. The 
corresponding partition function reads8 

ZAp'_I.Ap_1 = L IXr,s12 
(r,s)eEp,p' 

(10.145) 

which is indeed a rnodular invariant, thanks to the unitarity of the rnatrix S, 
Eq. (10.134). This rnodular invariant is said to be diagonal. It is the partition 
function of the minirnal M (p, p') rnodel on a torus. The operator content of 
such a theory is read off directly frorn the invariant (10.145): each field of the 
Kac table E(P,p') appears exactly once in the spinless left-right cornbination 
cI>(r,s) = 4>(r,s) ® (fi(r,s). 

10.7.2. Nondiagonal Modular Invariants: Example of the 
Three-state Potts Model 

The rnodular invariants of the form (10.145) are the torus (doubly periodic) par­
tition functions of the diagonal minirnal conformal theories, referred to as the 
M (p , p') rnodels. However, there exist rninirnal theories in which not all the fields 
of the Kac table are present. This is the case for the three-state Potts rnodel, al­
ready mentioned in Sect. 7.4.4, whose (left or right) field content is a subset of 
the M(6, 5) minirnal rnodel. It has been observed that only the fields 4>(r,s), with 
s = 1,3,5, are present in the (left or right) theory. In looking for a modular invari­
ant corresponding to this theory, the sirnplest thing to do is to group the fields into 
blocks having nice rnodular transformation properties. In particular, for a block I 
of representations of the form EBiel Vi to be invariant, up to a phase, under T, it is 
necessary and sufficient that the corresponding dirnensions hi be integer-spaced, 
i.e., hi - hk E Z, for any i,j E I. Such blocks are easily found for the three-state 
Potts rnodel, by noticing that 

hr,s - hr,! = 5 - 2r 

The corresponding block-characters 

Cr,! (1:) = Xr,! (1:) + Xr,S( 1:) 

Cr,3( 1:) = Xr,3( 1:) 

(10.146) 

(10.147) 

8 The subscripts Api _I and Ap_1 refer to the Lie-algebraic interpretation mentioned' before. Here 
they should be viewed only as labeling indices. 
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defined for r = 1,2, are invariant up to a phase under the action of T: 

Cr,t(r + 1) = e2i7r(h,.I-cl24) Cr,t(r) 

Cr,3(r + 1) = e2i7r(h,rcl24) Cr,3(r) 
(10.148) 

Under the action of S, with the matrix elements (10.134), p = 6, p' = 5, they 
transform as 

Ct,t(-lIr) = ~ [StCl,l(r) + S2C2,t(r) + 2(StCt,3(r) +S2C2,3(r»] 

C2,t(-lh) = ~[S2Ct,t(r) - StC2,t(r) + 2(S2Ct,3(r) - StC2,3(r»] 

Ct,3(-lh) = ~[StCt,t(r) +S2C2,t(r) - (StCt,3(r) +S2C2,3(r»] 

C23(-lIr) = ~[S2Ctl(r) - StC2t(r) - (S2Ct 3(r) -StC2 3(r»] 
, 'V 15' , , , 

(10.149) 
with the notationsl = sin 1l'15, S2 = sin 21l'15. In view of (10.149), and noting that 
s~ + s~ = 5/4, the sesquilinear combination 

Zpotts3(r) = L {ICr,l(r)12 +2ICr,3(r)12} 
r=t,2 

= L {IXr,t + Xr,sI 2 +2IXr,312} 
r=t,2 

(10.150) 

is seen to be a modular invariant. It is indeed the modular-invariant partition func­
tion of the three-state Potts model on a torus. This partition function is differ­
ent from that of the M(6,5) minimal model, of the form (10.145). It exhibits 
an operator content different from that of the M(6,5) model. From the parti­
tion function (10.150), we read that only the operators ¢J(r,s), with S = 1,5 and 
r = 1,2, are present in the (left or right) theory, together with two copies of 
the operators ¢J(r,3), r = 1,2. This last fact is crucial for the modular invariance 
of Eq. (10.150). This is the first occurrence of a multiplicity 2 in a modular­
invariant combination of the form (10.86). This multiplicity shows that the tbree­
state Potts model is not just a subtheory of the minimal M(6,5) model, as it 
contains more copies of some of its fields. This is reflected in the nontrivial 
structure of the three-state Potts fusion rules, which are not just a subset of the 
M(6,5) fusion rules, as the naive analysis of Sect. 7.4.4 first suggested. More­
over, two sets of nonsymmetric left-right combinations of fields occur, namely 
¢J(r,1) ® ~(r,S) and their complex conjugates, which have a nonvanishing spin 
±(2r - 5). 

To study the fusion rules of the three-state Potts model, we use the same no­
tations as in Sect. 7.4.4. We must take into account the multiplicity 2 for the two 
operators denoted a andZ in Table 7.5. We denote by at, a2 andZt , Z2 the corre-
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sponding copies. This multiplicity can in fact be understood in relation to the Z3 
symmetry of the three-state Potts model, under which the fields are transfonned 
as 

I -+ I 

e -+ e 

X -+X 

Y -+ Y 
e2i7r/3 0"1 

(10.151) 
0"1 -+ 

0"2 -+ e-2i7r/3 0"2 

ZI -+ e2i7r/3 ZI 

Z2 -+ e-2i7r/3 Z2 

The fusion rules of Table 7.6 do not preserve this symmetry. To account for 
Eq. (10.151), it is a simple matter to verify that they have to be changed into 
those appearing on Table 10.2. 

Table lO.2. Z3-invariant fusion rules of the 
three-state Potts model. 

exe I+X 
ex O"i == O"i+Zi (i = 1,2) 
exX == e+Y 
ex Y X 
ex Zi ... O"i (i=I,2) 
O"i x 0"2-i I+e+X+Y 
O"i x O"i 0"2-i +Z2-i (i=I,2) 

O"i xX == O"i +Zi (i = 1,2) 
O"i x Y O"i (i = 1,2) 
O"i x Z2-i e+X (i = 1,2) 

O"i XZi == 0"2-i (i = 1,2) 
XxX == I+X 
XxY == e 
XXZi == O"i (i=I,2) 
YxY == I 
Y XZi Zi (i = 1,2) 

Zi x Z2-i I+Y (i = 1,2) 

Zi x Zi ... Z2-i (i = 1,2) 
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10.7.3. Block-Diagonal Modular Invariants 

In the framework of a general minimal theory M(P,p'), the Potts example sug­
gests looking for sets (blocks) of representations containing fields with dimensions 
differing by integers, which are linearly transformed among each other under the 
action of S, as in Eq. (10.149). If we let 

CA(r) = L Xr,s(r) 
(r,s)eh 

be the corresponding block-characters, then 

CA(-I1r) = L SA,I-< CI-«r) 
I-< 

(10.152) 

(10.153) 

If the restriction of S to this space is still unitary, we get a modular invariant by 
taking the sum of the moduli square of these blocks CA' This is indeed the case 
whenever p or p' is of the form 4m + 2, for some integer m. Using the Kac formula 
for the dimensions, one readily sees that, in either case, the field if>(p' -1,1) = if>(1 ,p_I) 

has an integer dimension. In all these cases, the block-character of the identity 
operator can indeed be taken to be CI,I = XI,I + Xp'-I,I, and consequently all the 
other blocks are also made of two representations of the Virasoro algebra. However, 
when p or p' = 12 or 30, a third modular invariant can be constructed with a 
different block of the identity C I, I. The explicit form of all these block-diagonal 
modular invariants appears in Table 10.3. 

The partition function (10.150) of the three-state Potts model corresponds 
to ZA4,D4 here. The next simplest nondiagonal modular invariant describes the 
tricritical three-state Potts model, and it reads 

ZD4.A6 = L IXI,s + x5,s12 + 21x3,s12 (10.154) 
s=I,2,3 

We note the appearance of many fields with multiplicity 2, namely those of 
the central column (or line) of the Kac table, that is, with either r = p12, 
s = 1, 2, ... , (P' - 1)/2 or s = p'/2, r = 1,2, ... , (P - 1)/2. The case-by­
case proof of T and S invariance of the partition functions of Table 10.3 is per­
formed in Exs 10.6, 10.7 and 10.8, for, respectively, the (Dp'I2+I, Ap _ I ), (E6, Ap _ I ), 

and (E8,Ap - 1) theories. The modular invariants of Table 10.3 are said to be 
block-diagonal. 

The fusion rules for the (Dp"2+1,Ap - l ) and (Ap'-I,DpI2+1) models can be in­
ferred from the restrictions of the corresponding M(P,p') diagonal models, with 
the extra constraint that they should be invariant under a generic Zz symmetry, 
which distinguishes between the two copies of each doubly degenerate field, while 
the other fields are left unchanged (see Ex. 10.12 for a complete derivation). This 
generic Zz symmetry is hidden in the Potts example, as an artifact of the Z3 symme­
try: in that case, it corresponds to the charge conjugation, which indeed exchanges 
0"1 ~ 0"2 andZI ~ Z2. 
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When p or p' is a multiple of 4, we shall find another way of deriving a nondi­
agonal modular invariant, using symmetries of the matrix S. This is the subject of 
the next section. 

10.7.4. Nondiagonal Modular Invariants Related to an 
Automorphism 

Starting from a block-diagonal modular invariant of the form 

L IC;.12 

;. 

(10.155) 

where the C's are either minimal characters or linear combinations thereof as in 
(10.152), it is sometimes possible to build a permutation modular invariant 

Zn = L C;. Cn(;.) (10.156) 
;. 

for some special permutation (or automorphism) n. In order to get MI.I;I.I = 1, 
n must satisfy n(I, I) = (1, I). If the matrix elements S;'./l of the transformation 
S: • -+ -lIT of the C's, 

satisfy the property 

C;.(-Ih) = L S;'./l C/l(.) 
/l 

(10.157) 

(10.158) 

for some automorphism n acting on the blocks, then the partition function Zn 
of Eq. (10.156) is invariant under the transformation S. The T invariance will be 
granted if in addition 

h n(;.) -h;. = 0 mod 1 

for all J... 's, which amounts to 

(10.159) 

(10.160) 

The modular invariants Zn are usually called permutation or automorphism 
invariants. 

The modular invariants appearing in Table 10.4 can all be described in this 
way. They are the respective conjugates of the modular invariants ZAp'_I,AP-l when 
p' = 4morp = 4m,ofZDJO,Ap_l when p' = 18,andofZAp'_I.D JO whenp = 18. The 
automorphism of ZAp'_I,AP_l leading to ZDp'/2+1,AP-l is studied in detail in Ex. 10.9 
below. 

10.7.5. D Series from Z2 Orbifolds 

The Z2 orbifold method, applied previously to the c = 1 model described by a 
compactified boson (see Sect. 10.4.3), can equally be applied to the (Ap'_I,Ap_l ) 

minimal theory. The Z2 symmetry of the diagonal minimal theories is identified as 
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follows. Instead of taking the usual fundamental domain Ep,p' for the Kac indices 
(r, s) of the irreducible representations that fonn the theory, we instead take the 
following equivalent set E~,p': 

1 ~ r ~ p'-l 

l<s~p-l 

r+s = 0 mod 2 

(10.161) 

The equiValence to Ep,p' is a consequence of the symmetry (r, s) -+ (P' - r, p - s) 
of the Kac table. 

For (r,s) E E~,p" the Z2 symmetry acts as follows on the (chiral) primary fields 
tP(r ,s): 

tP(r,s) -+ (_l)r+ I tP(r,s) (10.162) 

This leaves the minimal fusion rules (7.61) invariant, since the only nonzero struc­
ture constants are of the type C+++ and C __ + (the symbol ± stands for the Z2 
charge of the respective fields). In addition to the untwisted partition function9 

Z++ = ZAp'_I,AP_l 

we may construct a twisted one 

Z+_ = L (-l)r+IIXr,s12 
(r,s)eFp,p' 

(10.163) 

(10.164) 

As in the c = 1 case of Sect. 10.4.3, the modular-invariant orbifold partition 
function is obtained by including also two other twisted sectors, images of (10.164) 
by modular transfonnations, namely 

z_+ = Sz+_ 

Z __ = TZ_+ = T 8Z+_ 

The modular-invariant Z2 orbifold partition function finally reads 

1 
Zorb = "2 (Z++ + Z+_ + Z_+ + Z __ ) 

(10.165) 

(10.166) 

Comparing the partition functions obtained by this procedure with those listed in 
Tables 10.3 and lOA, we find that 

Zorb = ZDp'/2+l,AP-l when p' = 0 mod 2 

= ZAp'_I,DP/2+1 when p = 0 mod 2 

10.7.6. The Classification of Minimal Models 

(10.167) 

The mathematical classification of all modular invariants for minimal models can 
be carried out explicitly. The result is the list of block-diagonal and nondiagonal 

9 We denote here by + and - the boundary conditions on the partition function according to the ~ 
charge. They correspond, respectively, to the labels 0 and ! in the c = 1 bosonic case (10.84). 



§1O.7. Minimal Models: Modular Invariant Partition Functions 373 

invariants given in Sect. 10.7.1 and Sect. 10.7.4 above; it is usually known as 
the ADE classification, for reasons to become clear later. This list exhausts the 
modular-invariant minimal conformal theories. The case c = 1 will be treated in 
Chap. 17 (see App. 17.B), and will also display a remarkable relation to the ADE 
classification. However, the classification of c > 1 theories, as well as nonminimal 
c < 1 theories, is still an open question. lO 

An • • .-----
Vn • • . ------< 
£6 • • I • • 

£7 • • I • • • 

£8 • • I • • • • 

Figure 10.3. The An, V n, &6, &7, and &8 diagrams, with, respectively, n, n, 6, 7, and 8 
nodes. 

To understand at least how the labeling of these modular invariants goes, we 
illustrate on Fig. 10.3 a set of diagramsll indexed by An, V n, £6, £7 and £8. To 
each diagram we associate an adjacency matrix Gab, with entries indexed by the 
nodes a, b of the diagram and such that 

Gab = # oflinks between a and b (10.168) 

For instance, the adjacency matrix for A3 reads 

(0 1 0) 
A3 = 1 0 1 

010 
(10.169) 

The matrices corresponding to the diagrams of Fig. 10.3 are exactly all the ad­
jacency matrices of connected diagrams, whose eigenvalues are strictly less than 
2.12 

10 More precise statements on the classification issues are given in Chap. 17. 
11 These diagrams will appear naturally in the discussion of the classical simply laced Lie algebras 

in Chap. 13. Notice that the diagrams are denoted by calligraphic letters. 
12 This is one of the many occurrences of ADE in general classification problems. A few other 

occurrences of ADE will appear in Part C: classification of modular invariants of conformal theories 
with Lie-algebra symmetry, classification of c = 1 compactified bosonic theories, classification of the 
finite subgroups of SU(2), and so on. A proof of the present ADE graph classification is sketched in 
Ex. 10.10 below. 
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The eigenvalues of the A, D, and E matrices are of the form 

m 
2cos1r-

g 

where the values of g and m are listed in Table 10.5.13 

Table 10.5. Values of g and m for the A, V, & diagrams. 

Diagram g Valuesofm 

An n+l 1,2,3,··· ,n 

Vn 2n-2 1,3,5, ... , 2n - 3, and n - 1 

£6 12 1,4,5,7,8,11 

£7 18 1,5,7,9,11,13,17 

£8 30 1,7,11,13,17,19,23,29 

(10.170) 

This table provides the rationale for the previous labeling of the modular in­
variants: the Kac indices (r,s) of the spinless (h = it) operators in the modular­
invariant theory (G, H) are exactly the values of m labeling the eigenvalues of 
the associated adjacency matrices G (values of r) and H (values of 5). The cor­
responding values of p' and p match exactly the corresponding values of g for G 
and H, respectively. 

§10.8. Fusion Rules and Modular Invariance 

The fusion rules of the minimal theories have been studied in detail in Sect. 8.4, 
and revisited in the light of correlation functions in Sect. 9.2. Here we propose yet 
another approach, based on modular transformations. The whole idea might seem 
paradoxical at first sight. Modular invariance really states how the left and right 
representations of the Vrrasoro algebra should be paired. In contrast, the fusion 
rules are essentially chiral, namely they pertain to only the left (or right) part of the 
theory. This apparent incompatibility is resolved by the highly nontrivial and very 
constraining fact that the characters of the left (or right) Virasoro representations 
form a unitary linear representation of the modular group. This is actually the 
main reason for the relation between the modular transformation properties of the 
characters of these representations and the fusion rules. In this section, only the 
chiral properties of the theories will be used. 

13 For reference, we indicate their Lie-algebraic meaning: g is the dual Coxeter number and m runs 
over the Coxeter exponents of the algebra. 
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In the following discussion, we find an explicit relation between the modular 
transformation 8 of the characters and the fusion numbers N. This proves to be a 
very general fact, and extends to the block-diagonal theories of Sect. 10.7.1. This 
leads naturally to the concept of rational conformal field theory (RCFf), namely, 
theories that are not necessarily minimal but whose (possibly infinite) collection 
of primary fields can be reorganized into a finite number of blocks corresponding 
to an extended symmetry algebra. 

10.8.1. Verlinde's Fonnula for Minimal Theories 

The relation between the fusion numbers Nrs,mn kI of the minimal theories 
Eq. (8.131) and the S matrix elements of Sect. 10.6 reads 

8rs,ijSmn,ij8ij,kI 

8 11 ,ii 
(10.171) 

(the division by Sl1;ij is allowed, thanks to the positivity property (10.136». 
Eq. (10.171) is known as the Verlindeformula for minimal models. 14 Its particularly 
simple form is rooted in commutative algebra theory, as illustrated in Ex. 10.18 
in the case of the algebras of representations and classes of a finite group. This 
formula can be proven directly, by using the expression of S, Eq. (10.134), and 
some trigonometric sum rules. Another way consists in interpreting the Verlinde 
formula (10.171) as expressing the simultaneous diagonalization of the commuting 
matricesl5 N{r,s), with entries 

[N(r,s)]mn,kl = Nrs,mn kl (10.172) 

Indeed, Eq. (10.171) amounts to the eigenvector equation 

(10.173) 

In order to prove this relation, we use the fact that the matrices N{r,s) are entirely 
determined (polynomially) by the matrices X = N(2,1) and Y = NO,2), acting as 

N(2,1) N(r,s) = N(r+l,s) + N(r-I,s) with N(o,s) = N(p',s) = 0 

NO,2) N(r,s) = N(r,s+l) + N{r,s-I) with N(r,O) = N(r,p) = 0 
(10.174) 

14 This is actually a specialized version of the Verlinde formula. The general form is presented in the 
next section. 
IS We recall that these matrices form a regular representation of the fusion algebra, as commutation 

of these matrices amounts to associativity of the fusion rules (see Sect. 8.4.2 for details). 
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(cf. Eqs. (8.96H8.97». Thus, using Eq. (10.134), we have 

m,n 

= Sr+I,s;p,11 + Sr-I,s;p,11 

4 ' = -- (_l)sP+1+(r+1)11 sin [rr~sO'] 
J2pp' p 

x (Sin [rr:, (r + l)p] + sin [rr:, (r - 1)p]) 

= 2(-1)11 cos [rr:,p] Srs,pu 

Likewise, Y acts on S as 

LY rs,mnSmn,pu = 2( -1)P cos [rrP
p' 0'] Srs,pu 

m,n 

Hence, the vectors v(p,l1) with components 

[v(p,I1)]r,s = Srs,pu 

(10.175) 

(10.176) 

are simultaneously eigenvectors of X and Y, and therefore of all the matrices 
N(r,s), since these are polynomials of X and Y. We finally compute the eigenval­
ues of N(r,s) in this basis, denoted by y~~'(1). They satisfy the following condition 
(expressing that NO,I) = n, Eqs. (8.87)-(8.95» 

N'lI,rs mn = Br,m Bs,n = L SlI,/(1 y~:l) Skl,mn 
(k,l)eEp,p' 

(10.177) 

Using the unitarity of the matrix S (Eq. (10.135», multiplying both sides of 
Eq. (10.177) by Smn,pu, and summing over m, n, we find 

y,(p,l1) = Srs,pu 
r,s SlI,pu 

(10.178) 

This completes the proof of Eq. (10.173). However, a more conceptual proof is 
certainly desirable. This will be the object of Sect. 10.8.3 below, which relies on 
some special transformations of the conformal blocks of the theory. In preparation 
for this, we first recall a few facts on conformal blocks. 

10.8.2. Counting Conformal Blocks 

In Chaps. 8 and 9, we have seen how the correlation functions of a minimal con­
formal theory factorized into holomorphic x antiholomorphic conformal blocks 
corresponding to the various intermediate state projections allowed by OPE. More 
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precisely, to a correlation function of primary fields (tPt th ... tPN) on the plane, 
there correspond all the conformal blocks 

2 3 

1 ---L.o1 ..,--1--1 ,.--
i l i2 

allowed by OPE, namely such that 

tPh E tPt x th 
lPil E tPh x cf>3 

N-l 

--:--1..-1 - N 
i N- 3 

tPN E tPjN-3 X tPN-t 

(10.179) 

(10.180) 

In all generality, a basis of conformal blocks is associated with a lP3 diagram (i.e., 
a graph with only trivalent vertices), with external legs carrying the indices of the 
fields of the correlation function, and propagators carrying the indices of inter­
mediate states allowed by OPE. The number of such allowed states lPk E tPj x lPj 
is simply the fusion number Nil, counting the number of independent couplings 
(ijk). So the conformal blocks can be counted by associating a factor Nil to each 
vertex with legs carrying the indices (ijk), and summing over internal indices 
(intermediate states on the internal propagators). Of course, the number of inde­
pendent conformal blocks should be the same in the various bases corresponding 
to the various tP3 diagrams. 

For a four-point function (tPjtPjtPktPZ) on the plane, the number of conformal 
blocks is 

(10.181) 

Equivalently, the correlator (tPjlPZtPktPj) has 

N = L NirNmkj (10.182) 
m 

conformal blocks in a different basis. The identity between these two numbers 
(10.181) and (10.182) expresses simply the associativity of the fusion algebra 

tPj x tPj = L Ni/ tPk (10.183) 
k 

This is sufficient to ensure that any choice of basis for conformal blocks (hence 
any choice of lP3 diagram) leads to the same number of independent conformal 
blocks (see Ex. 10.19 for a simple proof). 

For the N-point function of Eq. (10.179), we find the following number of 
conformal blocks 

N= Mt2hN; 3h ... N; N IN II IN-3 - (10.184) 
h.h •...• jN-3 
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Remarkably, this recipe goes over to correlations on a Riemann surface of arbitrary 
genus (the genus is then also that of the f/J3 graph). Take, for instance, the one-point 
function of the field tPi on the torus. The corresponding diagram yields immediately 

(10.185) 

10.8.3. A General Proof of Verlinde's Formula 

We are now ready to prove Eq. (10.171) in all generality. Let a and b denote the 
two basic homotopy cycles of the torus, depicted on Fig, 10.4. They are exchanged 
under the action of S. For any cycle e on the torus and any primary field tPi, let 
tPi(e) denote an operator acting on the character Xi of the representation associated 
with tPi according to the following steps: 

Figure 10.4. The homotopy cycles a and b on the torus. They are homotopically inequivalent 
(they cannot be continuously deformed into each other), and are exchanged under the 
modular transformation S : • _ -11 •. 

(i) As mentioned above, the character Xi is itself a conformal block for the zero­
point correlation on the torus. As such, it is also equal to the corresponding con­
formal block of the one-point function of the identity operatorl6 tPo = 1I on the 
torus, namely 

.J:,. Xi = OJ = TriOI qLo-cJ24) = U (10.186) 

(In the above graphical representation, the circle corresponds to a b cycle.) .We 
now write the identity operator tPo = 1I as the result of the fusion of an operator tPi 
with its conjugatel7 1I = tPi X tPi-. This amounts to replacing the character Xi by 

16 Throughout this section, the identity operator is indexed by the label O. For minimal theories, this 
would correspond to the double index 0 == (I, 1). 
17 This is slightly more general than the minimal case we are used to, in which all representations 

are selfconjugate i = i*. The conjugation is defined by the normalization of the nonzero two-point 
functions on the plane: (t/Ji41;) - 8;,i.' 
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the conformal block .. 
1 

9't(z-w) = '6 (10.187) 

for the two-point correlation (t/>j (z)t/>j. (w » on the torus (by translational invariance, 
this is a function of z - w only). The character Xi is recovered from the conformal 
block, in the limit when the two points coincide 

X· = lim (z _W)2hi~,j·(Z -w) 
1 z ..... w 1 

The prefactor ensures that the limit is finite (hi is the conformal dimension of t/>j). 
(ii) In the conformal block (10.187), we move the operator t/>j around the torus, 
along the cycle c. This amounts to letting z circulate along the closed contour c 
in the conformal block (10.187), namely, to compute the monodromy of the block 
!1J,j. along c. 

(iii) We take again the limit of coinciding points. This yields 

(10.188) 

We shall study this operator for the special choices c = a or b. The interplay 
between the precise definition of t/>j(c) in terms of conformal blocks and the action 
of the modular group, through S, which exchanges a and b, will eventually give a 
relation between S and the fusion numbers N. 

For C = a, when t/>j is moved along the space (horizontal) direction of the torus, 
step (ii) above amounts to the following operation: 

. .* 

'-~Ji~-'a 
:p;" (z + 1) = "u j 

The representation j is not affected, and we simply get a proportionality factor: 

I t/>j(a) Xi = YiU) Xi I (10.189) 

For the operator t/>j(b), step (ii) consists in taking the following path: 

!1J,j. (z + 1") 

. .. 
"~6----~' " 0 \b , ' = , \ , ' , . , 

\ 3 " 
, ' , ' , ' 

(10.190) 

, ' 
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The operator (Mb) acts on Xo, the character of the identity, in a simple way. It 
replaces the identity representation by i. This enables us to fix the normalization 
of the operator (Mb) as 

We will now show that 

(Mb) xo = Xi 

tPi(b) Xj = L Nil Xk • 
k 

(10.191) 

(10.192) 

The operator tPi(b) is, up to a normalization factor J), fixed by (10.191), equal to 
the composition of the two elementary operators A and B 

i i* k Ok 
,,~(b)l. : '6 ! '----9-" ! ,~. (10.193) 

Here we write only the k-th component of this action. The full action of tPi(b) is 
obtained by summing over all the possible intermediate states k. The operators 
A and B, as well as the normalization constant J)" act on conformal blocks of 
four-point functions as 

i i* 
i i* 

X = ~Aa,p M 
j j* 

j j* 

i i* i i* 

M = B·"X (10.194) 

k k* k k* 

i i* i i* 

M = J), X i* i i* 

The Greek indices a, {3label the different couplings 18 of the three fields (ijk), hence 
a, {3 = 1, 2 ... , Nil. The action of the operators A, B, J), is to pick one particular 
component of the action of the crossing matrix or its inverse (see Sect. 9.3.3). Since 

18 Although for the minimal models, Nil = 0 or I, in more complicated theories there could be more 
than one distinct coupling among the three fields. That would correspond to a situation where there are 
distinct conformal blocks with the same asymptotic behavior. Many examples of theories with some 
N's larger than I are considered in Part C. 
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a projection is implied. the transformations A and B are not invertible. whereas JL 
is just a scalar. In A. only a sum over the index a is implied: this accounts for the 
fact that only tPi is moved along the b cycle (tPi* remains fixed). We finally show 
that 

N;/ 
JL = L Aa•fJ Ba•fJ • 

fJ=1 

(10.195) 

This is readily seen to be a consequence of the equality of the two sequences of 
transformations depicted on Fig. 10.5. 

o . 

iy'* k 

A J 

i i* 7 ~ i* k 

./-O-k j i--O< 
J J 0 j 

B\ i' i'!P 
i k 

)"'-;------1--k i-----'-----:-:---"'-( 

j j 

Figure 10.5. Graphical proof ofEq. (10.195). The equality between the two bottom diagrams 
is a consequence of the associativity of the OPE (crossing symmetry of the conformal blocks 
of the four-point function). Note that the coupling fJ is fixed. whereas a requires a summation. 

As the l.h.s. of (10.195) is independent of P. we can sum over it from 1 to Nl. 
which gives 

JL Ni/ = L Aa•fJ Ba•fJ (10.196) 
a.fJ 

Hence. by summing Eq. (10.193) over k. and taking the correct finite limit z -+ w 
of the last conformal block 

lim (z - W)2hk 9j;i*(Z - w) = Xk (10.197) 
z-+w 

we get the desired result (10.192). 
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The fact that 8 exchanges a and b, means that 4Ji(a) (Eq. (10.189» and 4Ji(b) 
(Eq. (10.192» are conjugate under the action of 8 

4Ji(b) = 8 4Ji(a) 8-1 (10.198) 

By comparing Eqs. (10.189) and (10.192), we see that the fusion numbers are 
diagonalized by 8 in the form l9 

Ni k " s (m) S-ij = L...J im Yj mk (10.199) 
m 

where we used the unitarity of 8. Setting i = 0 (the identity representation) in 
Eq. (10.199) and using the relation NOik = ai,k (Eq. (8.87», we finally get 

(10.200) 

If the matrix element 80m vanished, we would have 8jm = 0 for all j, which 
contradicts the fact that 8 is invertible. Hence, we can divide by 80m in the above 
relation. Substituting this value in Eq. (10.199) yields the Verlinde formula 

(10.201) 

In this proof, only very general facts about conformal blocks have been used. 
In fact, formula (10.201) extends beyond the minimal theories. In the latter case, 
the 8 matrix elements are real, hence (10.201) reduces to (10.171). 

As a consequence of Eq. (10.201), we can directly recover the unitarity of 8, 
and, in addition, prove that it is symmetric. Note first that one can lower the index 
k in Nl by conjugation of the representation: 

(10.202) 

meaning that the fusion 4Jk E 4Ji x 4Jj is allowed iff {4Ji4Jj4Jk.) ¥= O. More precisely, 
Nijk. is the number of copies of the identity ][ occurring in the fusion 4Ji x 4Jj x 4Jk •. 
The numbers N;jk being symmetric, we get from (10.201) that 

Using the conjugation matrix 

Ci,j = aj,i· 

such that C2 = 1, we can rewrite this as 

C8 =St=8t 

(10.203) 

(10.204) 

(10.205) 

On the other hand, we reexamine the action of 8 on the cycles a and b of the torus. 
The exact transformation is indeed given by Eq. (10.8) 

8 : (a,b) -+ (-b,a) 

19 Here we do not assume that S is real symmetric, but just that it is unitary. This is responsible for 
the complex conjugation of the matrix element of S on the right. 
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In addition to the interchange of a and b, the direction of the cycle b has been 
reversed. This means that S2 inverts the space and time directions (a -+ -a and 
b -+ -b) on the torus. Therefore, by CPT invariance,20 it transforms a character 
Xi into its conjugate Xi', pertaining to the conjugate representation. Hence we have 

(10.206) 

This equation should be compared with the relation (10.9) satisfied by the repre­
sentation S of the modular group. In general we have only S4 = 1 but not S2 = 1 
when acting on characters, but there is no contradiction with Eq. (10.9): this simply 
means that the characters form an unfaithful representation of the modular group 
(in which stricto sensu one should have S2 = 1), but rather a representation of a 
double covering of the modular group, for which only (10.206) holds. 

Using (10.205) and (10.206) we finally obtain the unitarity condition 

(10.207) 

The symmetry of S is readily seen from the relation 
- .~ 

Nijk = Ni'j'k' = N" = Nijk (10.208) 

where, in the last step, we have used the fact that the numbers N are integral, and 
therefore real. Hence 

(10.209) 

The Verlinde formula (10.201) shows that the matrices Ni, with entries [Nili.k = 
Nl are simultaneously diagonalizable. Since they are integral matrices, they sat­
isfy the Perron-Frobenius theorem. This means that their common eigenvector 
Si.max, whose eigenvalues Yi(max) are maximal for all the Ni's (and this property 
uniquely characterizes Sit max), has only positive entries. This common maximal 
eigenvector is called the Perron-Frobenius eigenvector of the Ni. (A sketch of the 
proof of the Perron-Frobenius theorem for any symmetric integral matrix G is pro­
posed in Ex. 10.10.). We will prove that, in a unitary theory, the field label max 
must correspond to the identity, i.e., max = O. The starting point is the equality 

Xi(-llr) = L:Si.m Xm(-r) (10.210) 
m 

When evaluating in the limit -r -+ ioo (q -+ 0+), we can keep only the leading 
contribution of each character: 

Xi(-l!-r) '" L:Si.m t/'m-cl24 (10.211) 
m 

20 A reasonable field theory should always be invariant under simultaneous charge, parity, and time 
reversal. The three corresponding nilpotent operators C, P, and T satisfy thus CPT = 1. Here the time 
and parity have been reversed: the conjugation must act too. 
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Moreover, the leading contribution of this sum comes from the field with lowest 
dimension; in a unitary theory, this is the identity with h = 0 (the conformal 
dimension of all the other fields being strictly positive). Hence, we have 

Xi( -1/r) '" q-cl24 SiO (10.212) 

When 1: ~ ioo,q ~ 1- and thel.h.s. of (10.212) being an infinite sum of positive 
integers, diverges to +00. We deduce that SiO > 0 for all i. This is simply the above 
mentioned Perron-Frobenius property, which enables us to identify max = O. We 
have thus shown that in any unitary theory, 

(10.213) 

In a nonunitary theory, the same argument leads to max = min, where min 
labels the representation with lowest conformal dimension h min < O. Indeed, the 
r.h.s. in the second line of (10.211) is dominated by the term with m = min, 
when q ~ 0+; hence, we find that Si,min > 0 for all i. This characterizes the 
Perron-Frobenius eigenvector completely, and therefore proves that max = min. 
For a nonunitary theory with a unique field of lowest dimension, the positivity 
condition (10.213) therefore generalizes to 

I Si,min = Smin,i > 0 I (10.214) 

This property is checked for the (P,p') minimal theories in Ex. 10.5. If there is 
more than one field with lowest dimension, we have instead 

L Si,m >0 
me min 

Finally, we note that the relation between S and T becomes 

(10.215) 

(10.216) 

These general relations can be used to infer some constraints on conformal field 
theories, as illustrated in Ex. 10.16. 

10.8.4. Extended Symmetries and Fusion Rules 

As already mentioned, the Verlinde formula (10.201) applies to minimal diagonal 
theories, with modular invariants listed in Sect. 10.7.1 in the form (10.171). We 
now see to what extent we can describe the fusion rules of nondiagonal theories. 
The chiral fusion rules of the nondiagonal theories related to an automorphism 
(Sect. 10.7.4) are not distinguishable from those of their ancestor, which is always 
block-diagonal (Sect. 10.7.3). Indeed, the same chiral fields are present in both 
theories, the difference consisting only in their left-right association. Hence the 
present discussion is relevant only for the block-diagonal theories of Sect. 10.7.3. 

The minimal block-diagonal theories (G, H) (G =1= Apr _lor H =1= Ap_I), whose 
modular invariants are listed in Sect. 10.7.1, have an operator content different 
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from that of the (G,H) = (Ap'-I,Ap- 1) theories. The operators present in the 
block-diagonal theories are indicated in the modular invariant by the nonzero mul­
tiplicities MYs,tu ofEq. (10.141). How can we find their fusion rules? In principle, 
to answer this question, one should reexamine those cases, compute the new cor­
relation functions, and extract the fusion coefficients. But here the corresponding 
fusion rules must take into account the (nonsymmetric) left -right pairing of Vira­
soro primary fields, and will not be chiral in general. On the other hand, motivated 
by the example of the three-state Potts model of Sect. 10.7.2, we shall proceed in 
a much simpler way, by describing the extended chiral fusion rules of the theory. 
The price to be paid for this simplification is that we get only a sort of average 
description of the fusion rules of the Virasoro primary fields, considered as blocks 
rather than as individual entities. 

The common feature to all the block-diagonal models is that one can define 
extended characters CA, through Eq. (10.152), to rewrite the modular invariant as 
Z = L ICAI2• The functions CA are characters ofreducible representations of the 
Virasoro algebra, themselves direct sums of irreducible ones. They are believed 
to be the irreducible characters of some extended symmetry algebra, enhancing 
the Virasoro symmetry. As such, they correspond to some extended operators tPA' 
for which the proof of the Verlinde formula (10.201) still applies: the conformal 
blocks are replaced by extended conformal blocks, sums of the former, and the 
proof essentially goes through, since the extended theory is diagonal. This means 
that the extended operators tPA satisfy extended fusion rules 

tPA X tP/L = L .N1:xt)" tP" 

" 
On the other hand, the extended characters transform modularly as 

CA(-lh) = L st;t) C/L(r) 
/L 

(10.217) 

(10.218) 

with s(ext) as in (10.153). The extension of the Verlinde formula is simply 

s(ext) S(ext) 
Mcxt)v = '"' A,p /L,P s(ext) 

AIL ~ S(ext) p," 
p O,p 

(10.219) 

Here the index 0 stands for the extended identity block. 
As explained in the beginning of Sect. 10.8, the Verlinde formula, as well as the 

fusion numbers, are essentially chiral and based on the chiral operator content of the 
theory. This means that the fusion rules associated with the nondiagonal modular­
invariant theories of Sect. 10.7.4 should be the same as those of the associated 
block-diagonal ones. For instance, the fusion rules of the (E1,Ap - 1) theories are 
the same as those of the (DIO,Ap - 1) theories. We recall that the link between the 
two is an automorphism n acting on S and T as 

n(o) = 0 (10.220) 
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The substitution of the first relation into the Verlinde fonnula (10.201) shows that 
n is also an automorphism of the fusion rules, namely 

Ar n(v) Ar v 
JVn(A.)n(/L) = JVA/L (10.221) 

Therefore nondiagonal modular invariants are generally built using automorphisms 
of the fusion rules of a block-diagonal theory. However, it should be stressed that, 
although automorphisms are most easily identified as automorphisms of the fusion 
rules, Eq. (10.221) does not imply Eq. (10.220) (and there are cases where (10.221) 
is satisfied but Eq. (10.220) is not.21 ) The construction is therefore valid only for 
those n's that satisfy Eq. (10.220). 

10.8.5. Fusion Rules of the Extended Theory of the 
Three-State Potts Model 

In Sect. 10.7.2, we have already defined the extended characters of the tbree­
state Potts model. We denote the extended fields corresponding to the extended 
characters Cj,i ofEq. (10.147) as follows: 

][ -++ C1,1 

~ -++CP 1,3 

e -++ C2,1 

,.(j) 
CTj -++ (..2,3 i = 1,2 

(10.222) 

The modular transfonnations (10.149) do not suffice to completely determine 
the fusion of these fields, as the two doubly-degenerated blocks C<i) appear only 
through their sums C<I) + C(2), and not individually. We first have to split them 
into two distinct characters, in such a way that the symmetric 6 x 6 S matrix reads 

. . C C ,.(1) ,,(2) ,.(1) ,,(2) 
(10 the basIS I,}' 2,1. (..i,3' (..i,3' (..2,3' (..2,3): 

51 52 51 51 52 52 

52 -51 52 52 -51 -51 

S(cxt) 2 51 52 cas 1 Ws1 cas2 Ws2 = 
v'l5 

(10.223) 
51 52 Ws1 cas 1 Ws2 cas2 

52 -51 cas2 W52 -cas 1 -Ws1 
52 -51 Ws2 cas2 -Ws1 -cas 1 

As before, we have 5j = sin(1riIS), i = 1, 2, and (J) = e2irr/3 • This is the simplest 
way of splitting the S matrix entries (10.149), restoring the symmetry (10.209) 
and the unitarity (10.207) of the matrix 8, and preserving the Z3 symmetry of the 
model. Indeed, the conjugation matrix C = 8 2 ofEq. (10.206) reads 

1 0 0 0 0 0 
0 1 0 0 0 0 

C(cxt) 0 0 0 1 0 0 (10.224) = 
0 0 1 0 0 0 
0 0 0 0 0 1 
0 0 0 0 1 0 

21 The Galois pennutation invariants described in Chap. 17 provide many examples of such a situation. 



§10.8. Fusion Rules and Modular Invariance 387 

In other words, the only nonvanishing two-point correlation functions of extended 
fields are the Z3-neutral combinations 

(e:e:) , (10.225) 

The extended fusion rules of the three-state Potts model, displayed in Table 10.6, 
follow from the formula (10.219), with the extended S matrix (10.223). 

Table 10.6. Extended fusion rules of the 
three-state Potts model. 

e:xe: ... 1I+e: 
e: x ~ == O'i (i = 1,2) 
e: x O'i O'i +Zi (i = 1,2) 

~x~ .. Z2-i (i = 1,2) 

~ x Z2-i == 1I (i = 1,2) 

Zi x O'i == 0'2-i (i=I,2) 

~ x 0'2-i 1I+e: (i = 1,2) 

O'i x O'i == Z2-i + 0'2-i (i=I,2) 

O'i x 0'2-i == 1I+e: (i=I,2) 

A practical way of applying (10.219) is to write down its one-dimensional 
representations, indexed by the label a 

which satisfy 

S(ext) 
A,a 

= 
S(ext) 

O,a 

piext)(J..) piext)(/L) = L ~e;t) v piext)(v) 

v 

(10.226) 

(10.227) 

In many cases, the fusion rules can be read off directly from these one-dimensional 
representations (see Exs. 10.13, 10.14, and 10.15 for the cases (A6,D4), (E6,Ap- 1), 

and (Eg,Ap- 1), respectively). For instance, in the three-state Potts case, they read 

(ext) 
P(1,1) = PI = ( 1 1 1 1 1 1 ) 
p(ext) 

(2,1) = Pe = ( a+ a_ a+ a+ a_ a_ ) 
(ext) 

P(1,3)(I) = PZ. = ( 1 1 C!) ii> C!) iiJ ) 
(ext) 

P(1,3)(2) = fJz-z = ( 1 1 ii> Ct) iiJ C!) ) 
(ext) 

P(2,3)(I) = PeT. = ( a+ a_ C/Ja+ iiJa+ C/Ja_ iiJa_ ) 
(ext) 

PeT2 ( a+ a_ iiJa+ Ct)Q.+ iiJa_ ) P(2,3)(2) = = C/Ja_ 
(10.228) 
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where a± = (1 ± ../5)12. Note that the conjugation matrix C acts on these one­
dimensional representations as the complex conjugation, namely 

C p(ext) = (p(ext»* (10.229) 

10.8.6. A -Simple Example of Nonminimal Extended Theory: 
The Free Boson at the Self-Dual Radius 

The notion of extended symmetry applies also to nonminimal theories. Take the 
simplest example of the c = I bosonic theory compactified on a circle of radius 
R = ./2, invariant under the duality transformation R -+ 2IR mentioned in 
Sect. 10.4.1 (Eq. (10.65». This theory is certainly nonminimal,22 and the partition 
function on a torus reads 

Z(h) = _1_ L q~(n+m)2 q~(n-m)2 (10.230) 
1'1(-r)j2 n.meZ 

However, changing the summation variables to: 

A = n+m 

/L=n-m 

A-/L = 0 mod 2 , 

we can reexpress the partition function as 

1 
Z(h) = 1'1(r)j2 

We define the extended characters 

( ) ~" qA2/4 = ~ " qm2 = 93(2r) 
Co r = ... ~ ... ~ ... (r) 

" Aeven " meZ " 

(10.231) 

(10.232) 

(10.233) 

where we have identified the Jacobi theta functions defined in App. IO.A. (Note 
that here the argument is 2r.) We can write the partition function as 

(10.234) 

This has a finite block-diagonal form, although the theory is not minimal. The 
extended characters Co, C 1 transform under T as 

Co(r + 1) = e-i:rr/12 Co(r) 

C1(r + 1) = eSi:rr112 C1(r). 
(10.235) 

22 We showed in Sect. 10.5 that the minimal theories can have only central charges c = 1 - 6(p -
p''Y-/pp' < 1. 
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The S transfonnation is a special case of Eq. (10.126), with N = 2, upon the 
identification: 

Co( 1") = Ko( 1") (10.236) 

so that 

Co(-lh) 

(10.237) 

Hence, the extended S matrix reads 

S(ext) = 1 ( 1 1) 
../2 1 -1 

(10.238) 

and the associated extended fusion rules are again given by the obvious gener­
alization (10.219) of Eq. (10.201), with tPo = II, the extended identity. A simple 
calculation yields23 

(10.239) 

We can repeat this construction whenever the square of the radius R of the 
bosonic theory is a rational number (see Exs. 10.21 and 10.23 below). 

10.8.7. Rational Conformal Field Theory: A Definition 

A confonnal field theory is said to be rational if its (possibly infinite) irreducible Vi­
rasoro representations can be reorganized into afinite number of extended blocks, 
linearly transfonned into each other under the modular group. More precisely, we 
let 

C .. = LXi A = 1,2, ... ,N (10.240) 
ieh 

denote the corresponding finite set of extended characters, where i denotes the 
irreducible Virasoro representations, and h some (possibly infinite) sets. Diagonal 
RCFfs have modular-invariant partition functions of the fonn 

N 

L IC .. 12 

.. =1 

whereas the nondiagonal RCFfs have partition functions of the fonn 

N 

L C .. Cn( .. ) 
.. =1 

(10.241) 

(10.242) 

23 In part C, we shall identify the extended symmetry of the c = 1 bosonic theory on a circle of 
radius.ti as the affine Lie algebraS'U(2)t, whereas Co and Ct will be identified as, respectively, the 
characters of the identity and spin ! representations. 
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for some automorphism n of the extended fusion rules. The latter are obtained 
through Eq. (10.219). 

The classification of all RCFfs is a formidable task, and it will probably re­
main an open problem for a while. A possible attack would be to first start by 
classifying all the possible fusion rules, and to use the information provided by 
the VerIinde formula (10.219) to get some clues concerning the operator content 
of the theory. Only partial results have been obtained so far; more details can be 
found in Chap. 17. 

Appendix 10.A. Theta Functions 

This appendix describes some of the properties of theta functions. We begin by 
explaining Jacobi's triple product formula; then we define the theta functions in 
terms of series and infinite products. We also express the Dedekind TJ function in 
terms of the theta functions. We finally derive the conformal properties of theta 
functions and of the Dedekind TJ function. 

to.A.I. The Jacobi Triple Product 

In order to prepare ourselves for some theta function manipulations, we consider 
Jacobi's triple product identity: 

00 n (1 - qn)(1 + qn-ll2t )(1 + qn-1/2/t ) = L qn212~ (10.243) 
n=1 neZ 

This identity is valid for Iq I < 1 and t 1= 0, and can be demonstrated by combinato­
rial methods orin the context of Lie algebras (cf. Ex. 14.7). We shall argue that this 
identity is correct by analogy with a fermion-antifermion system. Consider a set of 
fermion oscillators bn and their antifermion counterparts bn , with the Hamiltonian 

" t -t-H = Eo L.., r(brbr + brbr) (10.244) 
reN+1I2 

The fermion number operator is 

(10.245) 

Now we consider the grand partition function 

Z(q, t) = L e-fJ(E-ILN) q = e-fJEo , t = efJlL (10.246) 
states 

We shall evaluate this quantity in two different ways, leading to the two sides of 
the following equation, which is manifestly equivalent to Eq. (10.243): 

(10.247) 
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First, the grand partition function factorizes into a product of grand partition 
functions, each associated with a single fennion oscillator. This, of course, follows 
from the fact that Hand N decouple into sums over different fermion modes. Since 
the grand partition functions for a fennion and antifermion modes labeled r are, 
respectively, (1 +qT t) and (1 +qT It) (there are two occupation states), the complete 
grand partition function coincides with the l.h.s. of Eq. (10.247). 

Second, the grand partition function may be written as 

Z(q,t) = Lf2Zn(q) (10.248) 
neZ 

where Zn (q) is the ordinary partition function for a fixed fennion number n. We 
consider first Zo, the partition function with no net fermion number. The lowest 
energy states are given in Table 10.7. 

Table 10.7. Lowest energy states of the fermion system with N = O. 

Energy Degeneracy States 

0 1 10) 

1 1 t -t 
b1l2b11210) 

2 2 t -t t -t 
b312b11210) , b1l2b3/210) 

3 3 t -t t -t t -t 
bSl2bll210) , b3/2b3/210) , b Il2b s12 10) 

4 5 t -t t -t t -t 
b7/2b11210) , bSl2b3/210) , b3/2bs1210) , 

t -t t -t t-t 
b 1/2b7/210) , b312b3/2b 1I2b 1/210) 

The number of creation operators in these states is always even, and the sum of 
their indices is equal to the normalized energy level m = EIEo. We notice so far 
that the degeneracy at level m is equal to the partition number p(m). This may be 
shown in general. Therefore Zo is equal to 

00 00 1 
Zo = LP(m)qm = n--

m=O n=1 1 _qn 
(10.249) 

This confirms Eq. (10.247) as far as the to term is concerned. We now consider Zn. 
The lowest energy state with fermion number n is obtained by exciting the lowest 
n oscillators: 

nIl 
E1Eo = L(n - -) = _n2 

T=I 2 2 
(10.250) 
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It turns out that the excitations on top of this ground state have exactly the same 
structure as the excitations of the n = 0 sector. Therefore 

Z _ n2/2 nOO 1 
n -q ---

m=1 1 _qm 

and Eq. (10.247) follows. 

10.A.2. Theta Functions 

Jacobi's theta functions are defined as follows: 

81(zlr) = -i L (_l)r-1I2yrqr212 
reZH/2 

~(zlr) = L yr qr2/2 
reZ+1/2 

83(zlr) = Lynqn2/2 
neZ 

84(zlr) = L( _l)nynqn212 
neZ 

(10.251) 

(10.252) 

where Z is a complex variable and r a complex parameter living on the upper 
half-plane. We have defined q = exp 2rri r and y = exp 2rriz. 

Jacobi's triple product allows us to rewrite these functions in the form of infinite 
products: 

00 00 

81 (zlr) = _iy 1/2q 1l8 n(1_qn) n(1- yqn+I)(1_y-lqn) 
n=1 n=O 

00 00 

82(zlr) = yl/2q ll8 n (1 - qn) n (1 + yqn+I)(1 + y-Iqn) 
n=1 n=O 

00 00 
(10.253) 

83(zlr) = n (1 - qn) n (1 + yqr)(1 + y-Iqr) 
n=1 reN+1I2 

00 00 

84(zlr) = n(1- qn) n (1- yqr)(1- y-Iqr) 
n=1 reN+1I2 

For instance, the equivalence of the two expressions for 81 is obtained by setting 
t = yqll2 in Eq. (10.243). 

By shifting their arguments, theta functions may all be related to each other; 
from their definitions it is a simple matter to check that 

1 
84(zlr) = 83(Z + 21r) 

81(zlr) = -ieilrZq Il884(Z + ~rlr) (10.254) 
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Theta functions are used to define doubly periodic functions on the complex 
plane. One sees that they are not periodic under z ~ z + 1 or z ~ Z + r, but obey 
the simple relations: 

(10.255) 

It follows that doubly periodic functions may be easily constructed out of ra­
tios or logarithmic derivatives of theta functions. The best-known example is the 
Weierstrass function: 

(10.256) 

where the constant 711 depends only on r 

(10.257) 

We shall also use the theta functions at Z = 0: 

for i = 2,3,4 (one easily checks that 91 (Olr) = 0). Their explicit expressions, in 
terms of sums and products, are 

00 

92(r) = Lq(n+1I2)2/2 = 2Lj1/8 nO-qn)(1 +qn)2 
neZ n=1 

00 

93(r) = Lqn2/2 
neZ 

= n (I -qn)(I + qn-1I2)2 
n=1 
00 

94(r) = L(_l)nqn2/2 = n(I _qn)(I _qn-1/2)2 
neZ n=1 

(10.258) 
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lO.A.3. Dedekind's TJ Function 

Dedekind's " function is defined as 
00 

,,(r) = qIl24rp(q) = ql/24 n(1- qn) (10.259) 
n=1 

where rp(q) is the Euler function. This function is related to theta functions as 
follows: 

(10.260) 

This identity is an immediate consequence of the infinite product expressions for 
the theta functions at Z = 0; we simply need to show that the function 

00 

f(q) = nO +qn)o +qn-1I2)(1 _ qn-1I2) (10.261) 
n=1 

is equal to unity. But we may write 
00 

f(q) = nO +qn)(1- q2n-I) (10.262) 
n=1 

The first factor may be written in the product as (1 + q2n)( 1 + q2n-I). Combining 
the second factor of this last expression with (1 - q2n-I), one finds 

00 

f(q) = n(1 +q2n)(1- q4n-2) = f(q2) (10.263) 
n=1 

Since f(0) = I, it follows thatf(q) = 1 if Iql < 1. 

lO.AA. Modular Transformations of Theta Functions 

We are now interested in the behavior of theta functions 6;(T) under the modular 
transformation T -+ -lIT. For this we need the following formula, called the 
Poisson resummation formula: 

1 1£ ( )2 Lexp(-1£an2 +bn) = r,; Lexp-- k +b/21ri 
neZ 'Va keZ a 

This formula is easily demonstrated by using the identity24 

L c5(x - n) = L e21rikx 

neZ keZ 

and by integrating it over exp( -1£ax2 + bx). 

(10.264) 

(10.265) 

We consider now the infinite series expression for 63( T). Applying the formula 
(10.264) with a = -iT and b = 0, we immediately find 

63(-11T) = J-iT(h(T) (10.266) 

24 A detailed derivation of a generalization of this identity is given in App. 14.8. 
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If we set a = -i'r and b = -i1C, we obtain the modular transformation of 02: 

Applying the modular transformation a second time, we find 

04( -lit') = J -i1:02( 1:) 

(10.267) 

(10.268) 

These simple transformation properties, as well as the relation (10.260) for the 
TJ function, give us directly the modular transformation of that function: 

TJ( -lit') = J -i'r TJ( 1:) (10.269) 

The modular properties under the shift 1: ..... 1: + 1 are easily derived from 
Eq. (10.258). The infinite product expression for (}2 implies that £h(1: + 1) = 
ei,../4(h(1:). On the other hand, the infinite series expressions for (}3 and 04 yield: 

(}3( 1: + 1) = L qn2/2eirrn2 
neZ 

= Lqn2/2eirrn2(_I)n 

neZ 

= (}4{t:) 

Likewise, we find that (}4(1: + 1) = (}3(1:). 

(10.270) 

We can group these results. as well as the transformation of the Dedekind TJ 
function, as follows: 

(}2( 1: + 1) = ei ,../4(}2( 1:) 

(}3( 1: + 1) = (}i 1:) 

(}i 1: + 1) = (}3( 1:) 

TJ( 1: + 1) = ei1r/12TJ( 1:) 

to.A.S. Doubling Identities 

£h( -111:) = J -i'r(}4( 1:) 

(}3(-11t') = J-i1:(}3(1:) 

04(-11t') = J-ir:02(r:) 

TJ( -lit:) = J -it: TJ( 1:) 

The Jacobi theta functions satisfy the following doubling identities 

/ (}3( 1:)2 - 04(1:)2 
(}2(21:) = V 2 

whereas (}I satisfies 

(10.271) 

(10.272) 

(10.273) 
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Exercises 

10.1 Euclidian division and the Bezout lemma 
For any two positive integers a, c, we denote by gcd(a,c) the greatest common divisor of 
a andc. 

a) Euclidian division: Show that for two given integers a > c > 0, there is a unique couple 
a .. c. of integers, such that 

b) Show that gcd(a,c) = gcd(c,c.). 

a = a.c+c. 

o ~ c. < c 

c) Bezout lemma: Show that there exist two integers ao and Co such that 

coa - aoe = gcd(a,c) 

Hint: Repeat the Euclidian division, namely write c = a2c. + C2, and so on. The sequence 
c > c. > C2 > ... ~ 0 is strictly decreasing, hence there exists a finite k, such that 
Ck = gcd(a, c) and Ck+. = O. 

d) Deduce that the two integers a, c are coprime iff there exist two integers ao and Co such 
that coa - aoc = 1. (Two integers are said to be coprime iff their only common divisor is 
1.) 

10.2 The modular group PSL(2, Z) 
The modular group is defined as 

PSL(2,Z) = {(~ ~) a,b,c,d EZ l ad-bC=I} 

The elements of PSL(2, Z) are also often labeled by the fractions (a'l" + b )/(C'l" + d). The 
aim of this exercise is to show that the transformations S and T of Eq. 10.8 generate the 
modular group. 

a) Prove that any product of S and T is an element of PSL(2, Z). 

b) In the following, we consider a generic element x = (a'l" + b )/(C'l" + d) of PSL(2, Z). 
Show that a and c are coprime. 
Hint: Use the Bezout lemma of Ex. 10.1 above. 

c) If a > c, show that there exists an integer Po, such that 

a'l"+b a.'l"+b. 
c'l"+d Po+ c.'l"+d. 

withc. = c,d. =d, and 0 ~ a. < c. 
Hint: Perform the Euclidian division of a by c, to get a = PaC + a .. and therefore b. = 
b - Pod. 
d) If a. = 0, show that one can take -b. = c. = I, and write x as a composition of Sand 
T actions. 
Result: x = TPOSTPI, with P. = d •. 

e) If a. > 0, write 

a'l"+b 

c'l"+d 
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and repeat the above division procedure to rewrite 

where C2 = alo d2 = blo and 0 ~ a2 < al. 

f) Repeating this division procedure Oeading to five sequences Pi. ai. b i • Ci. d i , i = 1.2 •... 
of integers), show that there exists a finite integer k, such that ak = 0, ak-I =1= O. Show 
that one can take -bk = Ck = 1, and conclude that the element x may be written as a 
composition of S and T actions. 
Result: x = TPoSTPIS···TPk-ISTPk, where Pk = dk • This completes the proof that 
PSL(2. Z) is generated by S and T actions. 

10.3 Smallest dimension in a minimal theory 

a) Find the smallest dimension in the Kac table of the minimal (P,p') theory. 
Hint: Use the Bezout lemma of Ex. 10.1 c. 

b) Check the strict inequality (10.95). 

10.4 S2 = I for minimal models 
We wish to compute the matrix C 

Crs.pt1 L Srs.nm Snm.pt1 
(n.m)eEp.p' 

for minimal models, with the S matrix elements given by (10.134). 

a) Write the transformations of Sunder (r.s) --+ (p' - r,p - s), (p' + r.p - s), and 
(p' - r.p + s), which correspond, respectively, to the transformations of A = Ar.s = 
pr - p's --+ -A, WoA and -WoA. 

b) Rewrite Srs.nm as a function of An.m = pn - p'm andr,s only. Call this function Srs(A). 

c) Deduce that for N = 2pp' 

N-I 

Crs.pt1 L Srs(/L) Spt1(/L) 
1'=0 

d) Show that 

N-I 

L Srs(/L) Spt1(/L) = L &(N) (p(Elr + E2P) + p'(E3S + E4U») 
1'=0 Ei=±1 

where the delta function modulo N reads 

e) Conclude that 

by restricting C back to the fundamental domain Ep.p'. 
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10.5 Positivity and nonvanishing of basic S matrix elements for minimal models 

a) Use the expression (10.134) to directly prove Eq. (10.136), for any minimal model. 

b) For unitary theories (i.e., with IP - p'l = 1), show further that 

Spa; II > 0 for all (p,o) e Ep,p' 

c) For nonunitary theories (i.e., with IP - p'l > I), prove that the matrix elements 

Spa;roso > 0 for all (p,o) e Ep,p' 

where (ro,so) are the Kac labels of the smallest dimension of the theory (see Ex. 10.3). 

10.6 Modular invariance ofZDp"2+,,Ap_, 
a) For p' = 4m + 2 and p an odd integer, compute the quantities 

h p'-'1r-I.s - h'1r+I.s for r = 0, 1, ... ,m - 1 and s = 1,2, ... , (p - 1)/2 

Deduce the 'T invariance of the partition function ZDp"2+I,AP-1 . 
b) Show that the extended characters 

C'1r+I.s = X'1r+I.s + XP'-'1r-I.s (r = 0, 1, ... ,m -1), (s = 1,2, ... ,(p -1)/2) 

and 

C2m+I.s = X2m+l.s for s = 1,2, ... , (P - 1)12 

form an (m + 1)(P - l)12-dimensional space invariant under the linear action of S. Write 
the matrix elements of the restriction of S to this basis, and check that this restriction is 
unitary. Deduce the modular invariance of ZDp"2+I,AP_1 . 

10.7 Modular invariance ofZE6,Ap_, 

a) For p' = 12 and p an arbitrary odd integer, compute 

hll.s - hs.s 

Deduce the 'T invariance of the ZE6,AP_1 partition function of Table 10.3. 

b) Show that 

CI.s = XI.s + X7.s, C4.s = X4,s + XS.s' Cs.s = XS.s + XII.s 

for 1 :::: s :::: (P - 1)12 form a basis of a 3(p - 1 )12-dimensional space invariant under the 
action of S. Write the matrix elements of the restriction of S to this basis, and check that 
this restriction is unitary. Deduce the modular invariance of ZE6,AP_I' 

10.8 Modular invariance ofZE8,Ap_, 

a) For p' = 30 and p an arbitrary odd integer, compute 

hll.s - hl.s, h 19.s - hl.s' h 29.s - hl.s, 

hl3.s - h7.s, h17.s - h 7.s, h 23.s - h7.s 

fors = 1, ... ,p-l.Deducethe'TinvarianceoftheZE8,Ap_, partition function of Table 10.3. 

b) Show that 

CI.s = XI.s + XII.s + X9.s + X29.s' 

C7.s = X7.s + X13.s + X17.s + X23,s 

for 1 :::: s :::: (P - 1)12 form a basis of a (p - 1 )-dimensional space invariant under the 
action of S. Write the matrix elements of the restriction of S to this basis, and check that 
this restriction is unitary. Deduce the modular invariance of ZE6,AP_I' 
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10.9 Modular invariance ofZDp'/H,.Ap_, for p' = 4m 

a) From the expression of the matrix elements of S on minimal characters Eq. (10.134), 
show that 

ST(r.s);p.u = (_I)I+P Srs.p" = (_l)r+p Sr.s;T(p.u) , 

where I is the automorphism 

I(r,s) = (P' - r,s) 

b) Find an automorphism IT leading from ZAp' -1.Ap-1 to ZDp'/HI.AP_1 and deduce the modular 
invariance of the latter. 
Result: IT = I for even r, IT = 1I for odd r. 

c) Why does the construction fail in the casep' = 2(2m + I)? 

10.10 ADE classification of integer matrices with eigenvalues < 2 
Let G denote the adjacency matrix of a connected graph 9 (cf. Sect. 10.7.6). It is therefore a 
nondecomposable symmetric matrix with nonnegative integer entries Ga.b E N. We assume 
that the largest eigenvalue of G, denoted by A""", , is strictly less than 2. We denote by v max 

the corresponding eigenvector. 

a) Show that the maximum eigenvalue A ""'" of G is positive. 
Hint: Amax = maxx(x· Gx)/(x . x), where x is any nonzero vector. 

b) Prove that if a component of v max is strictly negative, say [v max lao < 0, then there exists 
al =F ao such that [vrnaxla, < 0, and Gao.al =F O. (We assume that 9 is not made of a single 
point.) Show further that if 9 has at least 3 nodes, then there exists a2 =F aO,al such that 
[v max ]a2 < O. 
Hint: Prove and use the fact that A max > Gao.al . 

c) Deduce from this that the eigenvector v max for A max can be chosen with all components 
positive. It is called the Perron-Frobenius eigenvector of G, and is fully characterized, 
among the eigenvectors of G, by this positivity condition. 

d) Show that if a nonzero entry of G is reduced by a small quantity, namely G ~ G(E), 
where Ga.b(E) = Ga.b - E for some particular pair of vertices (a, b) such that Ga.b ::: 1 
and Gc.AE) = Gc.d for all other matrix elements of G(E), then A max is also reduced by a 
quantity of the order of E, namely A max (E) < A max for small E > O. We denote by v max (E) 
the Perron-Frobenius eigenvector of G(E). (The reasoning for (b) holds for any matrix G 
with nonnegative real entries.) 
Hint: Use the first-order perturbation theory of quantum mechanics. 

e) Using the result of (d), show that the removal of a link from the graph 9 has the effect of 
lowering the maximal eigenvalue of G. 
Hint: Suppose that Arnax has increased to A max (1) > A max • Since it started by decreasing 
with E, there must exist a finite positive value Eo of E such that A max (EO) = A max' If we 
denote by Vo = Vrnax (EO), this amounts to 

o = Vmax . (G - Amax)vrnax 

o = vO' (G(eo) - Arnax)vo 

=> 0 = vO' (G - Amax)vo - 2€O[vO]a[VO]b 

where we use the explicit form of G(eo) 

G(eO)ij = Gi.i - eO(~i.a~i,b + ~i,b~i.a) 
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We get a contradiction to the fact that x . (G - A max )x ~ 0 for all vectors x (see hint of (a». 

f) Show that the following graphs A, b, E have 2 as eigenvalue: 

An~ 

Dn > .. hhh--< 

• • 

g) From these graphs, deduce that: (i) g has no internal cycle, i.e., it is a tree; and (ii) except 
for at most one trivalent node, it only has one- or two-valent nodes. Conclude, by inspection 
of the last three cases, that g is necessarily of the form A, V or E of Fig. 10.3. 

10.11 Fusion rules of several minimal models 
Use the Verlinde formula (10.171) to compute the fusion rules of the following models. 
(The reader can write a simple computer program to generate the fusion numbers.) 

a) The Yang-Lee model M(5, 2). 

b) The Ising model M(4, 3). 

c) The tricritical Ising model M(5, 4). 

10.12 Fusion rules for the models (ApI_J,DpI2+1), p = 4m + 2 and (Dp'/2+J,Ap_ I ),p' = 
4m+2 

a)Letp = 4m+2. Write the fusion rules for the subset of fields tP(r.2s+I),r = 1,2, ... , (p'-
1)/2,s = 0, 1, ... ,p/2 -1 of the M(P,p') model. 

b) Taking into account the multiplicity 2 of the fields tP(r,p12-I), r = 1,2, ... , (p' - 1)/2, 
obtain fusion rules that are invariant under the ~ symmetry, which leaves all the fields 
invariant except one of the two copies of each degenerate field, which is changed into its 
opposite. 

c) Repeat the above analysis with the (Dp'/2+1, Ap _ l ) models, for p' = 4m + 2. 

10.13 Extended fusion rules of the tricritical three-state Pons model from the Verlinde 
formula 
The tricritical three-state Potts model is the (A6 ,D4 ) theory, withp' = 7,p = 6. 

a) Write the modular transformations of the extended characters of the theory. 

b) Following the three-state Potts example treated in Sect. 10.8.5, split the doubly degenerate 
characters in such a way that the symmetry and unitarity of the 8 matrix are restored. 

c) Compute the conjugation matrix C = 8 2• Check that the conjugation interchanges the 
two copies of each degenerate field and leaves the other extended fields invariant. 

d) Write the one-dimensional representations Pa(A) of the extended fusion rules of the 
model. 
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e) Compute the extended fusion rules of the tricritical three-state Potts model. 

10.14 Extended fusion rules of the (E6 , Ap - l ) model 

401 

a) Compute the matrix elements of the modular transformation S of the extended characters 

Cl.s = Xl.s + X7.s, C 4.s = X4.s + XS.s, CS.s = XS.s + XlI.s 

for 1 ~ 5 ~ (p - 1)12. 

b) Write the corresponding one-dimensional representations of the extended fusion algebra 
of the model (cf. Sect. 10.8.5). 

c) Deduce the extended fusion rules of the (E6,Ap _ I ) model. 

10.15 Extendedfusion rules of the (Es,Ap _ I ) model 

a) Compute the matrix elements of the modular transformation S of the extended characters 

for 1 ~ 5 ~ (p - 1)/2. 

CI.s = XI.s + XlI.s + X19.s + X29.s, 

C7.s = X7.s + X\3.s + XI7.s + X23.s 

b) Write the corresponding one-dimensional representations of the extended fusion algebra 
of the model (cf. Sect. 10.8.5). 

c) Deduce the extended fusion rules of the (Es,Ap - I ) model. 

10.16 Constraints on an RCFT from the data of its fusion rules 
We start with an RCFf having two (extended) primary fields II and CPo satisfying the fusion 
rule 

cp x cp=ll+cp 
a) Compute the matrix S using the Verlinde formula (10.201). 
Hint: The Verlinde formula should be used in the reverse order: The matrix S is the matrix 
of the change of basis that diagonalizes the above fusion rules. 

b) Use the condition (10.216) to find constraints on the central charge c and on the conformal 
dimension h of cpo 
Result: 12h - c = 2 mod 8 andh = T mod I, with m = 1,2,3, or 4. 

c) Check these constraints for the minimal model M(2, 5). 
Result: h~ = h 2•1 = -115 and 12h~ - c = 2. 

d) Check these constraints on the extended theory of the (Es, A2 ) model (cf. Ex. 10.15, with 
p = 3): First prove that the extended fusion rules of this theory are indeed cp x cp = 1I + r/J, 
where n and cp have the respective extended characters 

C1 == Cl,l = XI.1 + XlI.1 + X19.1 + X29.l 

C", == C7•l = X7.l + X13.1 + X17.l + X23.l 

Result: h~ = h 7•1 = -915 and 12h~ - c = 26. 

10.17 Constraints on a general RCFT 
We start from an arbitrary RCFf, with extended modular transformation matrices S and T. 
Let hi, i = I, ... , N denote the conformal dimensions of the corresponding blocks (hi is 
the smallest conformal dimension of the fields forming the i-th block). 
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a) Using the identity (ST)3 = C, show that the matrix T satisfies 

b) Using the result of (a), derive the general sum rule 

N 

Ncl4 = 6Lh i mod I 
i=1 

c) Check this result for the (diagonal) minimal models M(P,p'), and for the three-state 
Potts model. 

d) Check the above sum rule for the extended theories of (D4,A4 ) (three-state Potts model), 
(E6,Ap _ I ), and (Es,Ap _ l ) (cf. Sect. 10.8.5, and Exs. 10.14, 10.15). 

e) Check the above sum rule for the extended (nonminimal) theory of the free boson 
compactified on a circle of self-dual radius (cf. Sect. 10.8.6). 
Result: 2c/4 = 112 = 6(0 + 114) mod 1. 

10.18 Verlinde formula for a finite group 
Let G be a finite group, with unit e and multiplication law o. The conjugacy class of an 
element g of G is defined as 

The irreducible linear unitary representations of G are denoted by Pi, j = 1,2, ... ,dG • 

One can think of them as unitary matrices Pi(x) attached to each element x of G (with size 
dimj x dimj, where dimj is the dimension of the representation) such that 

Pi(x) Pi(y) = Pi(x 0 y) 

for any two group elements x and y. In other words, a representation translates the group 
multiplication 0 into matrix multiplication. For a given representation Pi, we define the 
corresponding chtlracter by the function 

dilllj 

g E G -+ Xj(g) = Tr Pj(g) = L[Pi(g)]ii 
i=1 

where the trace yields a function independent of the choice of basis of the representation. 

a) Show that the distinct conjugacy classes of the elements of G (called simply the classes 
of G from now on) form a partition of G. We choose a representative a E G in each class 
and denote by Ca the corresponding class. We take for granted that there are dG distinct 
classes, where dG is also the number of irreducible representations of G. As an illustrative 
example, enumerate the classes of the permutation group of three objects, 53, and compute 
the corresponding value of ds) . 

b) Show that the characters Xi are constant functions on each class Ca. We now denote by 
Xj(a) the corresponding functions. Compute Xi(e) and xo(a), where 0 denotes the identity 
representation. 
Result: Xi(e) = dimi' the size of the corresponding matrix, and xo(a) = I for all classes 
Ca. 
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c) Assume the following orthogonality relations for characters 

de _ IGI 
~ Xj(a) Xj(fJ) = ICal 8a,fJ 

(10.274) 

E ICal Xj(a) Xk(a) = IGI8j.k 
a 

where IGI and ICal denote, respectively, the orders ofG and of the conjugacy class Ca. The 
last identity is actually a particular case of the following 

(10.275) 

Prove the following relations 

de 

E (dimj)2 = IGI 
j=1 

E ICal IGI 
a 

and deduce the dimensions dimj of the irreducible representations of S3. Use the 
orthogonality relations (10.274) to compute all the characters of S3. 

d) The tensor product of two representations Pi(a) and Pi(a) is a reducible representation 
of G of dimension dimi + dimj. It can be decomposed onto irreducible ones, as 

Pi ® Pj = ffiNi/Pk 
k 

where the Ni/ 's are nonnegative integer multiplicities, independent of the class (this is why 
we dropped the class index a in the decomposition formula). From this relation, deduce a 
product decomposition formula for characters. Check it in the case of S3, and compute the 
numbersN/. 
Hint: Take the trace of the tensor product decomposition formula. This yields 

Xi(a) Xj(a) = E Ni/ Xk(a) 
k 

for any class Ca. 

e) From the orthogonality relations (10.274) between characters, deduce an expression 
for Ni/ in terms of characters. This is the group Verlinde formula for tensor products of 
irreducible representations. 
Result: 

Ni/ = I~I E ICalxi(a)Xj(a)Xk(a) 
a . 

f) We define the group S matrix as 

Sj(a) = (ICal) i Xj(a) 
IGI 

(10.276) 

(10.277) 

Show that S is unitary. Rewrite the formula (10.276) in terms of S. Is the matrix S symmetric 
in the case of S3 ? 
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Result: 

or k " .sj(a) -
JVij = ~ Si(a) So (a) Sk(a) 

g) Multiplying two classes COt and C fJ just means performing the group product 

lLx] 0 lLY] 
xeCa yeCp 

Together with the usual addition of classes, this endows the group with an algebra structure, 
called the group algebra. We denote by COt * CfJ the corresponding product. Decompose 
this product in G and reorganize the result into sums of elements of G over classes to get 
the class algebra 

where N.,fJY are integer multiplicities. Find the numbers N.,fJY for S3' 

h) Using the class algebra of (g), find another decomposition formula for characters. 
Hint: Take first the representation Pj of the class algebra relation, then compute its trace in 
terms of characters. The result reads 

Xj(a/3) = L N.,fJY Xj(Y) 
Y 

i) Using the orthogonality relations for characters (10.275) and (10.274), deduce an expres­
sion of the numbers N.,fJY in terms of characters. This is the group Verlinde formula for 
products of classes. 
Result: 

N, Y _ ICOtIICfJl" .() Xj(f3) -.( ) 
OtfJ - IGI ~ X, a dimj X, Y 

I 

j) Rewrite this in terms of the group S matrix (10.277). 
Result: 

k) Conclude that, in general, the numbers 

Y " .sj(/3) -
MafJ = ~ Sj(a) Sj(e) .sj(y) 

I 

and the numbers N.,fJY cannot be simultaneously integers. Exemplify this with S3. Therefore 
in general the tensor product algebra for irreducible representations of a group G is a bad 
candidate for the fusion algebra of a conformal theory. Show however that when G is 
Abelian, then 

N.,fJY = MafJY 

In that case, representations and classes are isomorphic, and the matrix S is symmetric. 
Therefore only Abelian groups provide good candidates for conformal fusion rules. How­
ever, many conformal fusion rules have no Abelian group interpretation. In this respect, one 
can think of the structure of the fusion rules in conformal theory as generalizing that of an 
Abelian group. 
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10.19 Conformal blocks and rp3 diagrams 

a) We study the crossing transformation acting on a given rp3 diagram of genus h. This is 
a local transformation, which acts on pairs of neighboring trivalent vertices, linked by a 
propagator, as 

H 
Argue heuristically that this connects all the possible genus h rp3 diagrams. 

b) Prove that the number of conformal blocks in a basis for some correlation function on a 
surface of genus h is independent on the (genus h)-t/>3 diagram encoding the basis elements. 

10.20 Modular invariance of the c = 1 theory at the self-dual radius R = ..ti 
a) Express the extended characters Co and Ct of Eq. (10.233) in terms of Jacobi theta 
functions at the value r (instead of 2r) by using the doubling formulae (10.272). 

b) Using the fact that 

(10.278) 

deduce the modular invariance of the partition function, and check the modular transforma­
tions of the characters Co and Ct. 

10.21 Examples ofRCFTs: the boson on a circle of rational square radius 

a) Prove that the c = 1 bosonic theory on a circle of radius R = ./2n is rational. 
Hint: The extended characters are the functions K A, A = 0,1, ... ,N - 1 defined in 
Eq. (10.109), with N = 2n, and the partition function reads 

N-t 

Z(./2n) = L IKI-(r)1 2 

1-=0 

b) Check the following sum rule for the dimensions of the extended operators (cf. Ex. 10.17) 

(I +N/2)c/4 = 6Lhl- mod 1. 

c) Compute the conjugation matrix C = 8 2 • 

Result: CI-,I' = 81',N-1- (A = 0 is self-conjugate). 

I-

d) Compute the extended fusion rules of this RCFf. 
Result: NAp." = 8v,).+I' mod N, for any 0 :5 A, J.L, v :5 N - 1. 

e) We now consider the bosonic c = 1 theory on a circle of radius R = J2p'lp. Let 
N = 2pp' and KI- as in (10.109). Show that the partition function on the torus reads 

ffp , N-t 

Z( -) = L Kh) KwoA(T) 
p 1-=0 

with Wo defined in Eqs. (10. 11 8H 10. 119). Conclude that for p' and p =I- 1, the 
corresponding RCFf is nondiagonal. 
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10.22 Bosonic representation of minimal theories on a torus 
Using the expression (10.122) for the minimal characters, prove that the partition function 
of the (Ap' _I ,Ap_ l ) minimal theory can be reexpressed as the half difference of two c = 1 
bosonic theories on circles of respective radii ..j2pp' and ..j2p'lp. 
Hint: Use the results of the previous exercise. This representation may be generalized to all 
the modular invariants of the ADE classification. The results read 

1 
"2(Z(..j2pp') - Z(..j2p'lp» 

1 
= "2(Z(..j8p'lp) - Z(..j2p'lp) - Z(..jpp'l2) +Z(..j2pp'» 

= ~(Z(2..J6P) - Z(.j6p) - Z(2..j2pI3) 

+ Z(..j2pI3) + Z(2.j6p19) - Z(.j6p19» 

1 
= "2(Z(6..jjj) - Z(3,.jji) - Z(2..jjj) 

+ Z(..jjj) - Z(2..jjj13) + Z(..jjj13» 

1 
= "2(Z(2jf5p) - Z(..j15p) - Z(2..j5pI3) - Z(2..j3pI5) 

+ Z(..j5pI3) + Z(..j3pI5) + Z(2..jp/15) - Z(..jpI15» 

10.23 Example of bosonic orbifold RCFT: orbifold at radius R = 1 

a) Prove the identity 

Z; = Zorb(l) 

using the expression (10.51) for the partition function Z/ of the free fennion (Ising model) 
on a torus, and the identity (10.260) on theta functions. 

b) Deduce that the orbifold bosonic theory on a circle of radius R = 1 is a RCFf. Compute 
the corresponding extended characters and fusion rules. 

10.24 The D(n) model on a torus,for -2 ~ n ~ 2 
It is possible to show that the partition function of the D(n) model on a rectangle of size 
L x T with periodic boundary conditions in both (time and space) directions has a well­
defined thermodynamic limit when L, T ~ 00, while the (purely imaginary) parameter 
T = iTIL is kept fixed. The result reads 

Zn(T) = I (~)12 L cos (:7reogcd(lml, 1m' I) )Zm.m,(R; T) 
'1 m,m'eZ 

where gcd(lml, Im'l) stands for the greatest common divisor of the two integers Iml and 
Im'l, 

and 

cos(:7reo) = n 

with 0 ~ eo ~ 1 and .J2 ~ R ~ 2. 
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a) Check the modular invariance of this partition function. Hint: Show that gcd(lml, 1m'!) 
is invariant under the action of the modular group. 

b) Compute the central charge of the system. Compare the result with Eq. (7.108). Hint: Use 
the Poisson resummation formula (10.264) to extract the small-q = exp(2i:7n) behavior of 
the partition function. 

c) Compute the partition function for n = 2, 1, O. 

d) When R = J2p'lp, with p' > P two coprime integers, rewrite the partition function of 
the O(n) model as 

1 
Zn(r) = "2(Z(J2pp') - Z(J2p'lp» 

Compare this with the results of Ex. 10.22. Conclude that for n = -2cos(7rp'lp), 
the continuum limit of the O(n) model is described by the (diagonal) minimal model 
(Ap'-1 ,Ap _ I ). 

e) Compute the one-polymer configuration sum on the torus, namely 

az~r)ln=o 

Notes 

The concept of modular invariance in conformal theory was first stressed as a fundamental 
requirement by Cardy [73], who studied the minimal models in a finite geometry (strip, 
torus), and derived constraints on the possible operator content. The hunt for modular in­
variant partition functions started with Refs. [207, 172], and reached a climax with the 
conjecture of Cappelli, Itzykson, and Zuber on the ADE classification of modular invari­
ants for minimal models [63], subsequently proved in Refs. [64] and [231]. A parallel 
construction of nondiagonal statistical RSOS models, indexed by the Dynkin ADE dia­
grams, was performed by Pasquier [289]. It was argued that the continuum limit of the 
latter are described by the ADE minimal models. 

The Coulomb-gas models have been studied (Ref. [224]) in the description of the critical 
lines of the Ashkin-Teller statistical model (made of two interacting Ising models), and 
of various integrable lattice models, such as Baxter's eight-vertex model [283]. Modular 
invariant partition functions for these c = 1 theories were built in Refs. [95, 96, 314, 362]. 
The list of c = 1 modular invariant partition functions was further completed in Ref. [288], 
by the construction of RSOS lattice models based on extended Dynkin diagrams, and in 
Ref. [176] by using the orbifold procedure to build additional c = 1 theories that do not 
lie on the critical lines of the Ashkin-Teller model, and correspond to the continuum limit 
of the RSOS models based on the exceptional extended Dynkin diagrams. An extension of 
these results to arbitrary Riemann surfaces was also performed in Ref. [103]. 

Making the connection between the modular properties of the minimal characters and 
their fusion rules, E. Verlinde proposed the celebrated Verlinde formula [340] (Eq. 10.171), 
which expresses the fusion numbers as a function of the modular S matrix of the theory. A 
general proof was derived in the extended context of rational conformal theory in Refs. [102, 
272] and in Ref. [273] (see Sect. 10.8.3). This formula attracted much attention in the 
mathematical literature. 
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The natural notion of extended symmetry first arose in the context of modular invari­
ance, in relation to block -diagonal modular invariants, and was further developed by explic­
itly constructing enhanced symmetry algebras (called W-algebras) extending the Virasoro 
algebra, and governing the corresponding theories. The axiomatic definition of rational 
conformal theories is due to Moore and Seiberg [272]. 

Many identities on theta functions can be found in Refs. [27,358]. The ADE classification 
of integer matrices with largest eigenvalue < 2 is due to Cartan, in the context of Lie algebras 
(see Ref. [185] for a graph-theoretic proof). Exs. 10.16 and 10.17 are based on Ref. [338]. 
Exs. 10.21, 10.22 and 10.23 are based on Refs. [95,96]. 



CHAPTER 11 

Finite-Size Scaling and 
Boundaries 

Until now, with the notable exception of Chap. 10, we have concentrated our atten­
tion on conformal field theories defined on the infinite plane, which is equivalent to 
a sphere. In this chapter we shall study the consequences of conformal invariance 
on models defined on portions of the plane delimited by one or more boundaries, 
with various types of boundary conditions. We shall proceed mainly by applying 
local conformal mappings from the infinite plane or the upper half-plane to these 
restricted geometries. This will prove to be a particularly useful application of lo­
cal conformal invariance, as these mappings do not belong to the global conformal 
group. 

The relevance of studying models over a finite-size region is manifold. For 
instance, a lot of information on two-dimensional statistical models or one­
dimensional quantum models is derived from computer simulations, which are 
necessarily limited to systems of finite size L. The properties of the model in the 
thennodynamic limit (L ~ (0) are inferred from the finite-size properties. Con­
formal invariance can in many cases provide the L-dependence of these properties, 
thus allowing a more precise inference of the thermodynamic limit. This compari­
son with numerical work may also provide an otherwise unknown correspondence 
between a model at criticality and a conformal field theory. In quantum systems 
(e.g., spin chains), the finite size may be in the (imaginary) time direction, which 
corresponds to finite temperature (cf. Sect. 3.1.2). Conformal invariance is then 
useful in studying the finite-temperature behavior of a ID quantum model, which 
is critical at T = O. 

Local conformal transformations may also provide the behavior of a critical 
system near a boundary, when free or fixed boundary conditions are used. The 
problem is then to find out the effect of the boundary on the decay of correlation 
functions. The prototype of a manifold with a boundary is the upper half-plane. 
From there, other geometries with boundaries may be obtained via conformal 
transformations. Often, such as in the study of percolation across a rectangle, the 
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boundary is part of the definition of the model itself, and not a limitation brought by 
the finite means of the investigator. The study of conformal field theories defined 
on an infinite strip has, of course, direct implications in open string theory, which 
will not be discussed in this work. 

This chapter is organized as follows. In Sect. 11.1, we come back to the issue of 
conformal theories defined on an infinite cylinder. Our aim is to illustrate the effect 
of the boundary on the two-point function of conformal fields, in particular how 
it introduces a correlation length along the direction of the cylinder. Section 11.2 
discusses the general issue of a conformal theory defined on the upper half-plane­
or on a manifold with boundary that can be obtained from the upper half-plane 
via conformal mapping-with conformally invariant boundary conditions. We de­
scribe such a theory with the "method of images", by which the holomorphic sector 
of a theory defined on the whole complex plane replaces the coupled holomorphic 
and antiholomorphic sectors of the theory defined on the upper half-plane, and 
where each field insertion in the physical region is compensated by the insertion of 
an "image" in the unphysical region. We apply this method to the Ising model and 
to the behavior of the spin field two-point function as one approaches the boundary. 
In Sect. 11.3 we introduce the notion of a boundary operator which, when inserted 
at a point on the boundary, changes the boundary condition from this point onward. 
These operators must belong to the same set as the bulk operators, a restriction 
imposed by the condition of conformal invariance on the boundary conditions. 
The significance of boundary operators is established by a close analogy with the 
Verlinde formula. Finally, in Sect. 11.4, we apply these ideas to the study of criti­
cal percolation and obtain the aspect-ratio dependence of the crossing probability, 
an analytic result fully confirmed by numerical simulations and giving spectacular 
support to the hypothesis of local conformal invariance in two-dimensional critical 
systems. 

§ 11.1. Confonnal Invariance on a Cylinder 
Before embarking on a study of critical systems with boundaries, we consider 
a field theory or statistical model at criticality defined on an infinite cylinder of 
circumference L. This geometry is useful in providing a physical motivation for 
the procedure of radial quantization (cf. Sect. 6.1.1) and for the quantization of 
free fields (cf. Sects. 6.3 and 6.4). Although the infinite cylinder has no boundary, 
it is the SOUTce of finite-size effects analogous to those observed on other manifolds 
with boundaries (e.g., the infinite strip). These effects have important implications 
in the practical study of critical quantum systems at finite temperature or of finite 
length. 

The mapping from the infinite plane (with holomorphic coordinate z) to the 
cylinder (with coordinate w) is 

L 
w=-lnz 

21r 
or z = e21rwIL (11.1) 
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We have already performed a finite-size scaling analysis in this geometry when we 
obtained the expression (5.143) in Sect. 5.4.2 for the free energy per unit length 
F L as a function of L: 

1re 
h=foL--

6L 
Here fo is the free energy per unit area in the L --+- 00 limit. 

(11.2) 

Another quantity of interest is the two-point function of a primary field l/> of 
conformal dimension h. Its form on the plane (Eq. (5.25» was fixed by invariance 
under the global conformal transformations (5.12). Those were defined as one-to­
one mappings from the infinite plane onto itself. In order to write the two-point 
function on the cylinder we need to use the covariance relation (5.24) for primary 
fields, with the mapping (11.1). Here we write the holomorphic part only: 

(d )-h (d )-h 
(CP(WI)CP(W2» = d: W=WI d: W=W2 (CP(ZI)CP(Z2» 

= (21r)2h e2".h(w,+W2)/L 

L (ZI - Z2)2h 
(11.3) 

= (~) 2h (2 sinh[1r(wl _ w2)/Llr2h 

The full correlator is the product of the above with its antiholomorphic counterpart: 

(CP(WI' WI )CP(W2' W2» = 

( 2 )2h+2h -
; (2 sinh[1r(wl - w2)/L1) -2h (2 sinh[1r{wl - w2)IL1)-2h 

(11.4) 
For simplicity, we assume that the field cP has no spin: h = it = ll./2. Then the 
above reduces to 

( 2 )2~ [ -]-~ 
; 4 sinh 7 sinh 7 (11.5) 

where W == WI - W2 and W == WI - W2 are the relative coordinates. We express 
this result in terms of real coordinates u and v, respectively. along and across 
the cylinder: W = u + iv and W = u - iv. After using standard identities for 
hyperbolic functions, we end up with 

(21r)2~ [ 21rU 21rV]-~ 
(l/>(UI,VI)CP(U2,V2» = L 2cosh y -2cosT (11.6) 

As expected, the effect of the finite size L disappears if the distance lu + iv I is 
much smaller than L. Then sinh(nwIL) .... nwlL and we recover the infinite plane 
result (5.25). On the other hand, when u » L, then 2cosh(21rUIL) .... e'bruIL and 
the correlator becomes 

(21r)2~ 21rUll. 
(l/>(u I, VI )CP(U2, V2» '" L exp - -L- (u» L) (11.7) 
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Thus, correlations along the cylinder decay exponentially, with a correlation length 
~ = U21f I::!., proportional to the size L. The appearance of a correlation length in 
a critical system is here entirely due to the existence of a macroscopic scale L. 

When dealing with a quantum chain, the infinite cylinder geometry may corre­
spond either to a finite chain at zero temperature with periodic boundary conditions, 
or to an infinite chain at a finite temperature T = lIL (cf. Sect. 3.1.2). In the first 
case, the correlation length ~ = U21f I::!. in the time direction is the signature of an 
energy gap between the ground state and the first excited state, a gap induced by the 
system's finite size, as routinely observed in numerical simulations. To make this 
point more explicit, we consider the two-point function (t/J(x, O)t/J(x, 'l'», where x 
and 'l' are, respectively, the space and imaginary time coordinates. In the operator 
formalism, this two-point function may be expressed as a ground-state expectation 
value: 

(t/J(x, O)t/J(x, 'l'» = (Olt/J(x, O)e-HTt/J(X, O)eHT 10) 

= L (Olt/J(x, O)e-HT In) (nlt/J(x, O)eHTIO) 
n (11.8) 

= Le-(En-Eo)TI(01t/J(x,0)ln)12 

n 

Here H is the Hamiltonian, the states In) are the energy eigenstates (in increasing 
order of energy), and En is the eigenvalue of H associated with In). In the first line 
we have performed a time translation to make the two fields simultaneous. In the 
second line we have inserted a completeness relation for the basis of eigenstates 
of H. In the absence of spontaneous symmetry breaking-which is generally true 
at the critical point-the expectation value (OIt/J(x,O)IO) vanishes. Otherwise, the 
above equation may be rewritten as follows for the connected two-point function: 

(t/J(x, O)t/J(x, .» - (t/J(x, 0» (t/J(x, 'l'» = L e-(En-Eo)T I (Olt/J(x, O)ln) 12 (11.9) 
n>O 

The term that dominates the above sum when 'l' is large is associated with the first 
excited state 11), with an energy ~E = E 1 - Eo above the ground state: 

(t/J(x,O)t/J(x,'l'»c ex e-6ET ('l' -. 00) (11.10) 

Comparing Eq. (11.10) withEq. (11.7), we conclude that 

~E = 21f1::!. 
L 

(11.11) 

Of course, this relation holds in "natural units", in which Planck's constant and 
the characteristic velocity v of the system-the equivalent of the speed of light 
in a Lorentz invariant theory-are set to unity. In order to restore the correct 
dimensions, one must multiply the r.h.s. by liv. 

If the finite extent of the system is in the imaginary time direction, the size L is 
equal to the inverse temperature liT and the correlation length ~ becomes 

1 
~ = 21fTI::!. (11.12) 
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This length has the physical interpretation of a coherence length, giving the spatial 
extent over which quantum coherence is not destroyed by thermal fluctuations. It 
is the thermal de Broglie wavelength characterizing the system at a temperature 
T. The interpretation of Eq. (11.2) for the free energy is then different: In a one­
dimensional quantum system, this formula gives the vacuum functional W per unit 
length, which is related to the free energy f by W = fL, L being the extent of the 
time direction. Thus, the free energy per unit length is 

f = fo - !7rcT2 
6 

(quantum chain) 

From this we infer the specific heat C per unit length: 

;Pf 1 
C == -T- = -7rcT arz 3 

Of course, we must divide this result by nv to restore the correct units. 

§ 11.2. Surface Critical Behavior 

(11.13) 

(11.14) 

In this section we apply conformal invariance to a two-dimensional system with a 
boundary, of which the prototype is the upper half-plane. The goal is to determine 
the behavior of correlation functions near the boundary when the bulk is critical: 
we call this surface critical behavior-even though the surface (or boundary) is 
here a one-dimensional object. A given statistical or quantum model is character­
ized by a set of boundary conditions at the surface. If the mOdel is to have some 
form of conformal symmetry at criticality, conformal transformations must map 
the boundary onto itself and preserve the boundary conditions. This restricts the 
overall symmetry of the model: holomorphic and antiholomorphic fields no longer 
decouple and only half of the conformal generators remain. 

11.2.1. Confonnal Field Theory on the Upper Half-Plane 

The simplest two-dimensional manifold with a boundary on which to apply the 
formalism of conformal field theory is the upper half-plane. A model defined 
on the upper half-plane may have conformal invariance only if the conformal 
transformations keep the boundary (the real axis) and the boundary conditions 
invariant. Among the conformal transfotmations (5.12), those that map the real 
axis onto itself are obtained by keeping the parameters a, b, and c real. Thus, 
the global conformal group is half as large as it is for the entire plane. Likewise, 
infinitesimal local conformal transformations of the form Z ~ z+€(z) will map the 
real axis onto itself if and only if €(z) = €(z) (i.e., € is real on the real axis). This is a 
strong constraint that eliminates half of the conformal generators: the holomorphic 
and antiholomorphic sectors of the theory are no longer independent. 
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As for the boundary conditions on a scaling field ~, invariance under conformal 
transformations requires them to be homogeneous, for instance as follows: 

(11.15) 

Indeed, the transformation law (5.22) for primary fields is mUltiplicative and there­
fore leaves the above boundary conditions unchanged. The Dirichlet boundary 
condition ~IR = 0 is also referred to as the "free" boundary condition, since 
the vanishing of the order parameter at the boundary generally follows from the 
absence of constraints on the microscopic degrees of freedom. A critical system 
obeying such a boundary condition is said to undergo an ordinary transition. On 
the other hand, it may happen in some systems that the surface orders before the 
bulk, for instance because of stronger interactions at the boundary. In that case the 
order parameter is infinite 1 at the boundary (~IR = (0) and the system is said to 
undergo an extraordinary transition. 

The conformal Ward identity (5.46) embodies the effects of local conformal 
invariance on correlation functions: 

1,[ li.-
c')€,i(X) = - 2m fc dz €(z)(T(z)X) + 2m fc dz €(z)(T(z)X) (11.16) 

where, as usual, X stands for a product of local fields. Without loss of generality, 
we may assume that it is a product of primary fields: 

(11.17) 

(the indices on each field are the holomorphic and antiholomorphic conformal 
dimensions). On the infinite plane, the infinitesimal coordinate variations €(z) and 
€(z) are independent, and therefore this identity is in fact a pair of identities giving 
the independent variations 8€ (X) and 8i (X) of a correlation function under an in­
finitesimal conformal transformation. On the upper half-plane the conformal Ward 
identity is still applicable, except that the integration contour C must lie entirely in 
the upper half-plane and the coordinate variation € is the complex conjugate of €: 

we no longer have a decoupling into holomorphic and antiholomorphic identities. 
In order to apply the machinery developed in the previous chapters to a theory 

defined on the upper half-plane, we shall regard the dependence of the correlators 
on antiholomorphic coordinates Zi on the upper half-plane as a dependence on 
holomorphic coordinates zi = Zi on the lower half-plane. We thus introduce a 
mirror image of the system on the lower half-plane, via a parity transformation. In 
going from the upper to the lower half-plane, vector and tensor fields change their 
holomorphic indices into antiholomorphic indices and vice versa. Thus T(z*) = 
T(z), T(z*) = T(z), and so on. Of course, such an extension is compatible with the 
boundary conditions only if T = T on the real axis (and likewise for all vector or 
tensor fields). The boundary condition T = T becomes Txy = 0 when expressed in 
terms of Cartesian coordinates, in which its meaning becomes clear: no energy or 

1 In fact, the divergence of the order parameter near the boundary is cut off at a microscopic distance 
from the surface, of the order of the lattice spacing. 
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momentum flows across the real axis. This general condition is obviously satisfied 
in a physical system with a boundary, and in particular it is compatible with the 
homogeneous boundary conditions cited above. 

1m z > 0 

1m z < 0 

Figure 11.1. Contour used in the confonnal Ward identity for two fields at points z 1 and Z2 

on the upper half-plane, with the mirror contour and points on the lower half-plane. 

It is then possible to rewrite the conformal identity (11.16) on the upper half­
plane as a purely holomorphic expression on the infinite plane. The second term 
of Eq. (11.16) becomes an integration along a mirror image of the contour C, as 
indicated in Fig. 11.1. That figure shows an example contour to be used with this 
identity, with singularities of the integrand at the locations Zl and Z2 of two local 
fields. The "mirror images" of this contour and points on the lower-half plane are 
also shown. The direction of the mirror contour is reversed, because of the relative 
sign of the two integrals appearing in the conformal Ward identity (11.16). Since, 
by hypothesis, t = T on the real axis, the two disjoint contours may be fused 
into one, their horizontal parts canceling each other, and we end up with a single 
contour circling around twice the number of points. Thus the original conformal 
Ward identity now takes the simpler form 

t5~(X) = - 2~ i dz E(z)(T(z)X') (11.18) 

where X' stands for 

(11.19) 

Here rph(Z) stands for the holomorphic part of the field rph,h(Z,Z) and j,h(Z*) 
stands for its antiholomorphic part, after a parity transformation on the lower 
half-plane making it a holomorphic field with holomorphic dimension h. For in­
stance, the parity transformation has the following effect on the free boson and the 
free fermion: 

af/1(Z) -+ ±(JqJ(z*) 

,fr(z) -+ ±tfr(z*) 
(11.20) 
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In the free fermion case, the parity transformation interchanges the two components 
of the spinor \II = (l/F, -fi,). There is a certain freedom in the definition of the parity 
transformation, which translates into different boundary conditions on the real axis 
(cf. Ex. 11.6 and 11.8). 

In other words, the correlator (X) on the upper half-plane, as a function of the 2n 
variables Z I. Z I •...• Zn, Zn, satisfies the same differential equation (coming from 
local conformal invariance) as the correlator (X') on the entire plane, regarded as 
a function of the 2n holomorphic variables ZI •••• , Z2n where Zn+i = zi. We have 
effectively replaced the antiholomorphic degrees of freedom on the upper half­
plane by holomorphic degrees of freedom on the lower half-plane.2 An n-point 
function on the upper half-plane-the object of interest-is replaced here by the 
holomorphic part of a 2n-point function on the infinite plane.3 The interaction 
of the local fields with the boundary (in the form of the boundary conditions) is 
simulated by the interaction between mirror images of the same holomorphic field. 
Considering Fig. 11; 1 for the two-point function, we expect to feel the effect of 
the boundary when the separation IZI - z21 is larger than the distance from the 
real axis, while the bulk result is recovered in the other limit. Notice that, even for 
minimal models, the four-point function and higher correlators are not uniquely 
determined by conformal invariance and singular vectors: we need to specify some 
boundary or asymptotic conditions. Here, it is the role of the particular boundary 
condition on the real axis to determine which linear combinations of the conformal 
blocks of the 2n-point function is chosen. 

All this is reminiscent of the method of images used in electrostatics, in which 
fictitious electric charges are placed in an unphysical region of space in order to 
produce, in the physical region, a contribution to the electric potential that fulfills 
the boundary conditions, without affecting the differential equation obeyed by the 
potential in the presence of real charges (Poisson's equation). Accordingly, we 
may call the procedure described above the "method of images." 

The simplest application of the method of images is the determination of the 
order parameter profile near the boundary. By this we mean the dependence of the 
expectation value (tf>(z» on the distance from the boundary. It is assumed here that 
the local fields fluctuate about zero, that is, (tf>(z» = 0 in the bulk (no symmetry 
breaking at criticality). However. in an "extraordinary transition". the boundary 
condition is that tf> -+ 00 on the real axis. According to the above analysis. the one­
point function (tf>(z. z» on the upper half-plane is given by the two-point function 
(tf>(z)tf>(z» on the infinite plane. The latter is known to be equal to (z -z)-2h. Thus. 

2 Confonnal invariance does not fix the overall nonnalization of correlation functions. The doubling 
of fields in going from X to X' certainly affects this nonnalization: as an operation, the renonnalization 
tP - const. x tP does not commute with it. Thus, the method explained here may fix the coordinate 
dependence of correlators on the upper half-plane from those on the entire plane, but not their overall 
nonnalization. 

3 If a primary field is purely holomorphic (h = 0), its antiholomorphic part is the identity and has no 
effect on the correlator. Thus, depending on the number of purely holomorphic (or antiholomorphic) 
fields, the effective number of points on the entire plane varies between n and 2n. 
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if Y is the distance from the real axis and if h = ii, the order parameter profile is 

(4)(Y)) ~ ~ 
yl1 

(11.21) 

where 6. = h + ii is the scaling dimension of the field 4>. 

11.2.2. The Ising Model on the Upper Half-Plane 

An interesting, yet simple application of the method of images is the calculation 
of the spin-spin correlation function of the Ising model on the upper half-plane 
(UHP). This function may be written as 

Gs (YI.Y2. p) == {o{ZI.ZI)o{Z2.Z2»UHP 

= (o{ZI)o{Z2)o{Zr)o{zi» 
(11.22) 

Here YI and Y2 are the distances of the two points from the real axis and p == X2 - Xl 

is the horizontal distance between the two points (cf. Fig. 11.2). The r.h.s. of the 
second line is the holomorphic part of the four-spin correlator on the infinite plane . 

• 
p 

Figure 11.2. Real coordinates YI, Y2, and p for-the two-point function near the boundary. 

The Ising model is one of the minimal models discussed at length in Chaps. 7 
and 8. Its correlation functions satisfy special linear differential equations, which 
allow us, in principle, to write them down explicitly.4 For the sake of computing 
the correlator (11.22), it is preferable to apply the differential equation rather 
than to borrow directly the result (12.61), because different boundary conditions 
are needed (cf. also Ex. 8.12). The differential equation obeyed by the four-spin 
correlation function is particularly simple: it is a special case of Eq. (7.47), in 
whichX = O{ZI)o{Z2)o{Z3) and 4> = 17: 

(11.23) 

Indeed, the primary field 17 has conformal dimension h l •2 = l~ and is precisely 
the null field studied in Sect. 7.3.1. 

4 This is not the way correlation functions are found when studying the Ising model in detail in 
Chap. 12, where other methods-in particular bosonization---are used. 
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We know from Chap. 5 (Eq. (5.31» that the holomorphic part of the four-point 
function may be expressed as follows: 

I 

( Z13Z24 )ii 
(a(ZI)a(Z2)a(Z3)a(Z4» = F(x) 

Z12Z23Z14Z34 
(11.24) 

where F is some function of the anharmonic ratio x == Z12Z341z13Z24 and where 
Zij == Zi - Zj (here Z4 == z). If we substitute this form into Eq. (11.23), we end up 
with an ordinary differential equation in the variable x: 

x(I -x)- + (- -x)- + - F(x) = 0 [ d2 1 d 1] 
dx2 2 dx 16 

(11.25) 

This is a special case of the hypergeometric equation, which may be solved by a 
simple change of variables: x = sin2 e; this substitution yields 

[::2 +~] F(e) = 0 (11.26) 

The two linearly independent solutions are cos ~e and sin ~e or, equivalently, 

.Jl ± cose = Jl ± v'"f=X. Appropriate linear combinations of these two solu­
tions5 must be taken in order to satisfy the boundary conditions. Alternately, if one 
borrows directly the infinite-plane correlation function obtained by different means 
(e.g., bosonization), the two solutions correspond to two different definitions of 
the parity transformation on the Ising model (cf. Ex. 11.6). 

These boundary conditions are fixed by the asymptotic behavior of the spin­
spin correlator (11.22) near the real axis. In a so-called "ordinary transition", the 
surface is disordered, which means that Gs (Yl.Y2. p) ~ 0 as p ~ 00 for fixed 
values of Yl and Y2, which corresponds to x ~ -00. On the other hand, in an 
"extraordinary transition", the surface orders before the bulk, which means that, 
in the same limit, 

Gs (Yl,Y2,P) '" (a(ZI,ZI»UHP(a(Z2,Z2»UHP 

1 
ex: I 

(Y1Y2)ii 

It follows that the correct linear combinations are 

F(x) = J.Jl=X+ 1 TJ~-1 

(11.27) 

(11.28) 

where the upper (resp.lower) sign corresponds to the ordinary (resp. extraordinary) 
transition. If we express these four-point functions in terms of Yl, Y2, and p, we 
find 

(11.29) 

5 These are the twoconfonnal blocks of the Ising spin four-point function (see Ex. 12.7). 
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where 

p2 + (YI + Y2)2 
1: = --=----,,----..:..~ 

- p2 + (YI - Y2)2 
(11.30) 

The asymptotic behavior of the correlator as p ~ 00 (YI and Y2 fixed) is 
characterized by an exponent 7111 defined as 

1 
Gs(YI,Y2, p) '" p'll 

It follows from Eq. (11.29) that 

(
I (ordinary) 

7111 = 4 (extraordinary) 

11.2.3. The Infinite Strip 

(11.31) 

(11.32) 

We now consider the infinite strip of width L. It is understood that the strip does not 
support periodic or antiperiodic boundary conditions across its width, otherwise 
it would effectively be a cylinder. This manifold may be obtained from the upper 
half-plane by the following conformal map: 

L 
w = -lnz 7r (11.33) 

where wand z are the holomorphic coordinates on the strip and the upper half­
plane, respectively. Notice the difference from the map (11.1), going from the 
infinite plane to the cylinder. Here the positive real axis is mapped onto the lower 
edge of the strip and the negative real axis onto the upper edge. Therefore the 
two edges must support the same boundary conditions (e.g., both fixed to the same 
value, or both free) if the results obtained on the upper half-plane are to be imported 
here. 

We first determine the order parameter profile near the boundary, in the case of 
an extraordinary transition. This is obtained by transforming the one-point function 

(4)(z, z»UHP = (4)(z)4>(z)) 

I 
- (z - z)2h 

onto the strip, with the help of Eq. (5.24). The result is 

(7r)2h e1fh(w+w)IL 
(4)(w,w))strip = -L 

[e1fW1L _ e1fW1L]2h 

( 2iL)-Ll I 

= -;- [sin(nvIL)]Ll 

(11.34) 

(11.35) 
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where we have used real coordinates u and v (respectively, longitudinal and trans­
verse) defined by W = u + iv. This profile is symmetric about the middle of the 
strip, where it reaches its minimum. In the limit v « L, we may write 

) 1[ 12 2 ] {f/J(v )strip <X v~ 1 + (j1T l:!.(vIL) + ... (11.36) 

This is compatible with a more general result of Fisher and de Gennes, obtained 
through a scaling analysis in dimension d: 

(f/J(v») '" vl~ [1 + const.(vIL)d] (v« L) (11.37) 

It is also interesting to look at the two-point function of a primary field on the 
strip. We shall limit ourselves to the spin-spin correlation function in the Ising 
model, in the limit of large separation u along the strip. We let WI = U I + iVI and 
W2 = U2 + iV2 be the locations of the two points on the strip and u = U2 - UI. 

According to the covariance relation (5.24), the spin-spin correlation function is 

{o{WI, WI)o{W2, W2») strip = 
! I (IY [e21rUIILe1ruIL p (o{ZI)o{Z2)o{ZI)o{Z2») 

The last factor is given by 
I 

(O'O'O'O') = ( ZI3Z24 )"8 F(x) 
ZI2Z23Z14Z34 

= 1 I (~)-i F(x) 
(Z\3Z24) "8 I-x 

In terms of the strip coordinates, the anharmonic ratio x is 

ZI2Z34 1 + e 21rulL - 2e1ruIL COS[1T(V2 - VI )IL] 
x = -- = --------~~:.....;:.--=.:.---=-

Z\3Z24 Ae1ruiL 

where 

Likewise, 

A 4 · 1TVI • 1TV2 == sm-sm-
L L 

(11.38) 

(11.39) 

(11.40) 

(11.41) 

(11.42) 

In the limit u »L, x is proportional to e1rUIL. Combining all the factors, we find, 
in this limit and for an ordinary transition, 

(-' -)-' -») -1rul2L U\WI,WI U\W2,W2 strip <X e (u» L) (11.43) 

The two-point function decays exponentially in the longitudinal direction, with a 
correlation length ~ = 2U1T. This may be argued to be a special case of the more 
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general relation 

~= 2L 
1r7111 

421 

(11.44) 

This is to be compared with the relation ~ = L/21r I:l. = U1r71 on the cylinder 
geometry. It is the surface exponent 7111 that now determines the correlation length. 

Before leaving the strip geometry, we mention the finite-size correction to the 
free energy. The reasoning leading to Eq. (5.143) is still applicable here, except 
that the mapping is now slightly different (L is replaced by 2L). The net result is 

1rC 
F L = foL - 24L (11.45) 

§ 11.3. Boundary Operators 

11.3.1. Introduction 

In this section we shall see how the methods of conformal field theory may be 
applied to a system limited by two (or more) boundaries with possibly different 
boundary conditions. We shall find an explicit formula, in the operator formalism, 
for all the boundary conditions compatible with conformal symmetry. The key 
concept in the treatment of boundary conditions is that of a boundary operator, or 
boundary field. This will be applied to critical percolation later in this chapter. 

The existence of scaling fields living on the boundary appears naturally within 
the method of images. We consider a bulk scaling field q,(z) on the upper half-plane, 
which we bring closer and closer to the boundary (the real axis). As it approaches 
the real axis, this field interacts with its mirror image q,(z*) (i.e., with the boundary 
itself) and can be replaced by its OPE with its image: 

q,(z)q,(z*) ~ 2:(z - Z*)(h;-'1h)q,Z)(x) (11.46) 

where we have dropped the higher terms and where x == (z + z*)/2. The fields q,g) 
live on the boundary, but belong to the same operator algebra as the bulk fields. 
As we shall see, these boundary fields, when inserted at a point on the boundary, 
change the boundary condition thereafter. In fact, the goal of this section is to 
justify this interpretation. 

For the moment, we accept this interpretation of boundary operators and see 
how it applies in practice. We consider again the infinite strip of width L. We let 
t and u be the coordinates, respectively, along and across the strip, so that the 
complex coordinate is w = t + iu. We denote the boundary conditions at u = 0 
and u = L, respectively, by the symbols a and fJ. In a concrete system such as 
the Ising model, a and fJ could stand for fixed boundary conditions-under which 
the boundary spins are + 1 or -l-or free boundary conditions. If we choose the 
time direction to be along the strip, then the Hamiltonian depends on the boundary 
conditions: we denote it (1r/ L)H af3 (the prefactor is inserted so that H af3 has the same 
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normalization as Lo on the plane). We assume that the system has local conformal 
invariance under those transformations that preserve the boundary conditions. 

Ifwe map the strip back to the upper half-plane using the transformation (11.33), 
the boundary condition on the real axis changes from a to f3 at the origin. According 
to the above interpretation of boundary operators, this change may be obtained 
from a uniform boundary condition by the insertion at the origin of a boundary 
operator f/>ap(O). In this notation, f/>ap(X) is a scaling field of dimension haP living 
on the boundary and which, when inserted at a point x on the real axis, changes 
the boundary condition from a to {J. In the context of radial quantization, this 
means that the vacuum is no longer invariant under translations (i.e., is no longer 
annihilated by L_1), but is obtained from the SL(2, Z)-invariant vacuum 10) by 
the application of f/>aP(O). For an infinite strip, it is clear that a boundary operator 
f/>fJa is also inserted at infinity. In fact, the fields f/>ap and f/>fJa are conjugate and the 
two-point function (f/>ap(XI )f/>fJa(X2) is nonzero. 

Figure 11.3. Bounded region with changing boundary conditions. 

The introduction of boundary operators allows us to relate the partition func­
tion of a system with changing boundary conditions to a correlator of boundary 
operators on the upper half-plane. We consider a general bounded geometry, such 
as a rectangle or a circle. The interior of such a region may be mapped onto the 
upper half-plane, while its boundary is mapped onto the real axis. We suppose that 
the boundary condition is a on a segment [Xl,X2] of the boundary, (J on a segment 
[X3,X4], and free if) everywhere else (cf. Fig. 11.3). The partition function ZaP of 
this system will be expressed as 

(11.47) 

where Zr is the partition function for free boundary conditions throughout. 

11.3.2. Boundary States and the Verlinde Formula 

In this subsection we justify the interpretation.of boundary operators described 
above. The basic idea is to describe a conformal field theory defined on a finite 
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cylinder within two equivalent quantization schemes, one in which time flows 
around the cylinder, another one in which it flows along the cylinder. In the first 
scheme, the Hamiltonian H afJ depends on the boundary conditions on the edges 
of the cylinder. In the second scheme, the boundary conditions are embodied in 
initial and final states la) and IP), while the Hamiltonian is obtained directly from 
the whole complex plane. 

If we go back to the strip and impose periodic boundary conditions in the time 
direction along the strip, after a period T, we have transformed the strip into a 
finite cylinder of circumference T and length L. The boundary conditions a and P 
are still imposed on the two edges of the cylinder. Because of the finite extent of 
the system it is now convenient to introduce a partition function 

Zap(q) = Tr exp -(rrTIL)HafJ 

= TrqHap 
q == e21CiT , r == iTI2L (11.48) 

where we have borrowed the notation of Chap. 10. Local conformal invariance im­
plies that the spectrum of H afJ falls into irreducible representations of the Virasoro 
algebra (Verma modules). If we call n~fJ the number of copies of the representation 
labeled i occurring in the spectrum, then the partition function may be written as 

(11.49) 

where Xi is the Virasoro character of the representation i: 

Xi(q) = q-cl24 Tr iqLo (11.50) 

Since the full theory resides on the holomorphic sector only, the partition function 
is a linear, not bilinear, combination of characters. 

In Chap. 10 it was pointed out that there are minimal conformal field theories, 
termed rational, which are made up of a finite number of Verma modules and for 
which, under a modular transformation r ~ -llr, the holomorphic characters 
transform as follows: 

The partition function ZafJ(q) may therefore be expressed as 

Zap(q) = L n~fJSijx;(q) 
i; 

(11.51) 

(11.52) 

In the present context, such a modular transformation interchanges the roles of L 
and T. It is therefore possible to switch axes and to regard the partition function 
as a trace of a Hamiltonian generating translations along u. To this end, we map 
the cylinder onto the plane via the coordinate transformation 

~ = exp { - 2rri(t + iu)IT} or . T 10 w=t- ~ 
2rr 

(11.53) 
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The ~ -plane is, of course, distinct from the z-plane defined by the mapping (11.33). 
We let 4z and L~ be the Vrrasoro generators on the ~ -plane. The Hamiltonian if 
needed to perform the translations in the u-direction is then 

if = 21l' (Lt: i} _ ~) 
T 0 + 0 12 (11.54) 

On the ~ -plane the boundaries are concentric circles centered at the origin. In radial 
quantization, the boundary conditions are imposed by propagating states from an 
initial state la) residing on the inner boundary, toward a final state IP) on the 
outer boundary. The precise form of these states depends on the specific boundary 
conditions used. The partition function is then expressed as 

Zafj(q) = (aleLHIP) 
(11.55) 

= (al(qll2fb+L~-C/12IP) 

The advantage of such a formulation is that we are familiar with the Hilbert space 
on the ~ -plane, where the holomorphic and antiholomorphic sectors propagate 
separately. 

For all boundary conditions, it is imperative that there be no flow of energy 
across the edges of the finite cylinder, a condition that translates into 

Tcyl.(O,t) = Tcyl.(O,t) and Tcyl.(L,t) = Tcyl.(L,t) (11.56) 

Here T cyl. and t cyl. are the holomorphic and antiholomorphic components of the 
energy-momentum tensor on the cylinder. If we map this condition onto the ~ -plane, 
it takes the form 

(11.57) 

on the boundary. In terms of the Vrrasoro generators acting on the boundary state 
la), this condition becomes 

(11.58) 

A similar condition holds on the final state IP). We note that the condition (11.56) 
also enforces the invariance of the boundary condition (or boundary state) under 
conformal transformations that leave the boundary unchanged. 

It turns out that the constraint (11.58) is quite rigid and that very few states sat­
isfy it. We will give the general solution here, without proving its uniqueness. We 
let I;; N) be a holomorphic state belonging to the Verma module; (N labels the dif­
ferent states within that module) and Ii; N) be the corresponding antiholomorphic 
state. We introduce an antiunitary operator V such that 

VI;; 0) = I;; 0)* vL~ = L~v (11.59) 

Then the solution to (11.58) is 

Ii) == L I;; N) ® VI;; N} (11.60) 
N 
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In order to show that this state is indeed a solution to the constraint (11.58), it 
is enough to project the constraint onto each basis state of the Hilbert space (cf. 
Ex. 11.10). We thus have a complete list of boundary states compatible with local 
conformal invariance. 

The boundary states la} and 1,8} will then be linear combinations of the states 
Ii} associated with different Verma modules. Assuming the states Ii} have been 
normalized in some way, we may then write the partition function as 

Za/J(q) = L (ali) (il(q1l2)~+L~-CI12Ii}(jl,8) 
i.; 

(11.61) 
= L (ali) (j1,8) x;(q) 

In the second line we have restricted ourselves to diagonal theories, that is, theories 
whose partition function on the torus is a diagonal combination of characters: 
Z = Li Xi(r)Xi('r). Because of this, it is q that appears in the last line of the 
above equation, notql/2. Comparing the above result with Eq. (11.51) leads to the 
following relation: 

(11.62) 

To proceed, we first identify a boundary state IO} such that the only representa­
tion occurring in the Hamiltonian Hoo is the identity: n~ = c5~. From Eq. (11.62), 

such a state satisfies the relation I(Olm2 = 80;. In a unitary model, So; can be 
shown to be positive (cf Ex. 10.5) and therefore this state indeed exists and can be 
taken as 

IO} = L ;S;lj} (11.63) 
; 

Likewise, we define a state 

Ii} = ~ ~Ii} (11.64) 

From Eq. (11.62), this state is such that n& = c5~: only the representation I propa­
gates in HOi. We may then apply Eq. (11.62) one last time and find the following 
relation: 

LSi;nlz = (kli) (jli) 
i 

SkiSl; 
= So; 

(11.65) 

Here the matrix S is real: the Vrrasoro representations are self-conjugate.6 This 
relation is identical to the Verlinde formula. which relates fusion coefficients and 

6 If this is not true, for instance if there are extended symmetries present, then the argument is only 
slightly modified, by replacing the representation k by its conjugate. 
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the modular matrix: 

~ SiiNk/ = SkiSli 
7 So; 

(11.66) 

We conclude from this exercise that 

nh=Nkl (11.67) 

that is, the number of times representation i occurs in the Hamiltonian H ici is 
precisely the fusion coefficient Ni k/. 

This result warrants the interpretation that boundary conditions may be changed 
by inserting a local operator on the boundary. Consider Fig. 11.4. Initially the 
Hamiltonian is Hio and only the states belonging to representation I propagate. 

At time to there is a change in boundary conditions to (1, k) and there will be 
N lk copies of representation i that will propagate. Viewed differently, a boundary 
operator ¢10k has been applied at time to on the states of representation I; since ¢10k 
transforms in the representation k of the Vrrasoro algebra, the resulting states will 
fall into a variety of representations, of which representation i occurs N lk times, 
according to the usual fusion rules. 

Figure 11.4. Insertion of the boundary operator tPOic at an instant to on the strip and 
consequence on the propagating modes. 

EXAMPLE: THE ISING MODEL 

In order to illustrate the above results, we apply them to the Ising model. According 
to Eq. (10.134) of Chap. 10, the modular matrix S is in this case 

s=(i : 1) 
If -If 0 

(11.68) 

where the three rows correspond, respectively, to the representations with highest 
weights h = 0 (0), h = i (e), and h = if, (0); we indicated within parentheses 
the symbols used for the corresponding bulk operators. The number of possible 
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conformally invariant boundary conditions is equal to the number of admissible 
boundary states defined in Eq. (11.64): 

- 1 1 1 
10) = ./2 10) + ./2 Ie) + V'2 la) 

ill 1 
12) = ./210) + ./2le) - V'2la) (11.69) 

i 
116) = 10) - Ie) 

Here we have designated by 10), Ie), and la) the three states defined in Eq. (11.60) 
for the three possible values of j. 

Each of the three states defined in Eq. (11.69) is the realization, in radial quan­
tization on the ?; -plane, of a particular type of conformally invariant boundary 
condition. In the Ising model, the three possible boundary conditions are to fix the 
boundary spins at +, -, or to let them free. Since the first two states of (11.69) 
differ only by the sign of the state associated with the odd operator a, we infer 
that these two boundary states correspond to the two types of fixed boundary con­
ditions, whereas the third state represents free boundary conditions. Which of the 
first two states of (11.69) represents the + boundary condition is really a matter 
of choice. 

Identifying the boundary operators ifJa/i taking us from one boundary condition 
to the other is not difficult. The operator ifJ+- producing a transition from the ( + ) 
boundary condition to the (-) boundary condition could be written <Pol in the 

2 

notation of this subsection. Thus, it transforms under the representation of weight 
4 of the Vrrasoro algebra. In other words, it is the scaling field ifJ(2.1) = <P(I.3)' 

Likewise, the boundary operator ifJ+f is identified with ifJ(I.2) = ifJ(2.2)' 

§ 11.4. Critical Percolation 

11.4.1. Statement of the Problem 

We explain briefly the problem of bond percolation.7 We consider a finite lattice 
(for definiteness, a rectangular lattice) and call G the set of bonds (or links) between 
nearest-neighbor sites. We suppose now that each bond has a probability p of being 
"activated"-graphically, one may represent activated bonds by thick lines, and 
"inert" bonds by thin lines (cf. Fig. I1.S).1n a given configuration, activated bonds 
will fall into clusters. The greater the probability p, the bigger will be the average 
cluster. The central question of percolation theory is the following: for a given 
value of p, what is the probability lrh (p) that there is a cluster spanning the whole 
lattice, from left to right? In other words, what is the probability that one can cross 
the lattice by walking continuously on activated bonds? Here the index h stands 

7 A detailed introduction to the general problem of percolation lies outside the scope of this work. 
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for horizontal; one also defines the probability 'lrv(P) for a vertical crossing of 
the lattice. In fact, more general probabilities may be defined for crossings from a 
definite portion of the boundary to another. These probabilities depend, of course, 
on the size and aspect ratio (i.e., width over height) of the lattice. The central result 
of percolation theory is that in the limit of infinite lattice size (the thermodynamic 
limit) there exists a critical value Pc of the activation probability such that the 
crossing probability 'lrh(P) vanishes if P < Pc and is unity if P > Pc. At P = Pc, 
the crossing probability depends on the shape (aspect ratio) of the lattice. 

Figure 11.5. Typical configuration of bonds on a finite rectangular lattice. In this specific 
case, there is a horizontal crossing but no vertical crossing. 

By critical percolation, we mean the study of percolation at the critical value 
p = Pc. For a square lattice, it is known exactly that pc = ~.8 Let r be the 
aspect ratio of the rectangular lattice. One of the main questions in the theory 
of critical percolation is then the calculation of the crossing probability 'lrh(r) as 
a function of aspect ratio, in the thermodynamic limit. This function has been 
"measured" quite accurately by computer simulations. The goal of this section is 
to explain how to calculate it with the methods of conformal invariance. As we shall 
show, the agreement between the theoretical and the measured values is striking 
and provides a remarkable validation of the assumptions behind conformal field 
theory, in particular in the treatment of boundaries. 

8 We can also define percolation by site, in which sites, not bonds, are activated. Crossing is then pos­
sible only by hopping between nearest-neighbor activated sites. The critical probabilities are different 
from those of the bond-percolation problem. For a square lattice, one finds pc ~ O.5927460±O.OOOOOO5 
with the help of cOinputer simulations. 
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11.4.2. Bond Percolation and the Q-state Potts Model 

The bond percolation problem fits naturally into the family of Potts models. Recall 
that the Q-state Potts model is defined as follows: on each site of the lattice lives a 
discrete variable CTi-call it spin-taking one of Q possible values, and the energy 
of a spin configuration is 

E =JL~UjUi 
(ijl 

(11.70) 

In other words, each bond linking two like-spins has an energy J, other bonds have 
no energy. The total energy being a sum over bonds, the partition function may be 
expressed as follows: 

Z = L n (1 +X~UjUi) (11.71) 
{ul (ijl 

where x = exp - {JJ. In a generic configuration of spins, the bonds are arranged 
in clusters containing like-spins. The expression (11.71) for the partition function 
allows a different interpretation of the Q-state Potts model, closer to the percolation 
problem: each bond has a probability p of being activated and 1 - P of being inert, 
with the ratio x = pl( 1 - p). However, each activated bond has a "color" taking 
Q possible values, so that a given cluster of bonds is "colored" according to the 
value of CT it supports. The partition function (11.71) may in fact be reformulated as 
follows, up to a multiplicative constant: If we let B be the total number of bonds on 
the lattice, R the subset of bonds that are activated, B(R) the number of activated 
bonds, and Nc(R) the number of disjoint clusters in the subset R, then, up to a 
multiplicative constant, the partition function is 

Z = L~(R)(1 - P 'f-B(R)ifc(R) (11.72) 
R 

where the sum is taken over all possible sets of activated bonds. A given configura­
tion of activated bonds has a probability ~(R)(1 - p'f-B(R) of being realized and, 
once it exists, there are QNc(R) ways of distributing the Q colors among the Nc(R) 
clusters. In order to have a perfect correspondence with the Q-state Potts model, 
we must count clusters of size zero (i.e., isolated spins of any color). Thus, the 
usual bond percolation problem appears as a special case (Q = 1) of the Q-state 
Potts mode1.9 We can easily check that the partition function (11.72) is normalized 
(i.e., Z = 1) ifQ = 1. 

This correspondence between the Q-state Potts model and the bond percolation 
problem allows us to formulate the problem of the crossing probability 1rh(r) 
in terms of partition functions of the Q-state Potts model with different boundary 
conditions. Specifically, we letZall be the partition function on a rectangular lattice 
with fixed boundary conditions-spins in state a on the left edge and in state f3 

9 The self-dual point Xc of the Q-state Potts model is Xc = 1 + .;n. However, this represents a 
critical point only for n = 2,3,4. The simple bond percolation problem has a critical point at Xc = 1 
(orpc = !>, not x = 2. 
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on the right edge-while the boundary conditions are free on the top and bottom 
edges. We assert that the crossing probability 7rh(r) is given by 

(11.73) 

where a =F fJ. Indeed, the first term (Zaa) is a sum over colored-bond configurations 
containing clusters of color a that cross from left to right, whereas the second term 
(ZaP) excludes those very configurations (which fixed boundary conditions are 
chosen for a and fJ does not matter, provided they are different). The difference 
Zaa - Zap contains only configurations with crossings of color a, as expressed 
below with the primed sum: 

Zaa - ZaP = L'~(R)(I - P f-B(R) (}'"C (R) 

R 

(11.74) 

Because of the normalization ofEq. (11.72) when Q = 1, this is indeed the crossing 
probability. Of course, this expression makes no sense if Q is set to one from the 
start (ZaP has then no meaning), but it yields the correct answer if the limit is taken 
after having expressed the partition functions in terms of correlators of boundary 
operators. 

11.4.3. Boundary Operators and Crossing Probabilities 

We have seen earlier in this chapter that partition functions with specific boundary 
conditions can be expressed as correlators of boundary operators inserted at the 
points on the boundary where the boundary conditions change from one type to the 
other. If x t ••• X4 are the coordinates of the four corners of the rectangular lattice 
in the thermodynamic limit-and, of course, at the critical point pc-the above 
partition functions have the following representation: 

Zaa = Zr<C/>ra(Xt)4>ar(x2)C/>ra(X3)4>ar(X4)} 

ZaP = Zr<C/>ra(Xt)4>ar(X2)4>rp(X3)4>fJf(X4)} 
(11.75) 

where Zr is the partition function for free boundary conditions. The problem is 
nOw to identify correctly the boundary operators. 

We have shown in Chap. 7 how the critical Q-state Potts model is related to the 
unitary minimal model M(m+ 1, m) withm = 3forQ = 2 (the Ising model) and 
m = 5 for Q = 3. It turns out that the four-state Potts model is related to the c = 1 
model obtained in the limit m .-..+ 00. The precise correspondence between Q and 
m is embodied in the relation Q = 4cos2(7r/(m + 1), the three cases m = 3,5 
and 00, corresponding, respectively, to Q = 2, 3 and 4. The bond percolation case 
(Q = 1) is thus associated with the minimal theory M(3, 2), with central charge 
c=o. 

In the absence of any rigorous argument identifying the boundary operator 4>ra 
with a specific field 4>(r,s) of the minimal theory, One must proceed in a heuristic way. 
We suppose that the points X andx' on the boundary where the boundary conditions 
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change from ex to f, and then from f to p, are brought together. This procedure 
must be equivalent to the following schematic operator product expansion: 

(11.76) 

We notice that the operators tPaf, tPfJf, tPfa and c/Jrp are all equivalent in the limit 
n ~ 1. We have established earlier that the operator tPap associated with a change 
of fixed boundary conditions in the Ising model is tP(1,3)' This turns out to be the 
case also in the three-state Potts model. The above OPE then leaves no choice but 
to take tPaf = tP(1,2)' The conformal dimension of tPO,2) vanishes for c = 0, and 
this supports our choice. Indeed, the crossing probability should be invariant under 
uniform scalings of the lattice atp = Pc, and the only way the four-point functions 
(tfxIxIxP) can be invariant under such rescaling is if h = O. 

Since h l ,2 = 0, the four-point functions (11.75) are truly invariant under local 
conformal transformations. We now map the rectangular boundary of the lattice 
onto the real axis. This can be done in many ways, in particular using a Schwarz­
Christoffel transformation. We let ZI ••• Z4 be the four points on the real axis 
corresponding to the four corners x I ... X4 of the rectangle. After transformation, 
the four-point function becomes simply 

(11.77) 

where tP = tPo ,2)' This function has been studied before, in particular in the context 
of the Ising model on the upper half-plane (cf. Sect. 11.2.2). In the present context, 
h = 0, and Eq. (7.47) becomes 

{£-2 - ~£~I } (tP(ZI)tf>(Z2)tP(Z3)tP(Z4» = 0 (11.78) 

where the operator £-1 stands for al(Jz4 and 

3 1 a 
£-2 = L '74 - z· (Jz. 

1=1" I I 

(11.79) 

The differential equation obeyed by the correlator (11.77) is thus 

a~ + ~3 [_1 al + _1 ~ + _1 a3] (tP(ZI )tP(Z2)tf>(Z3)tP(Z4» = 0 
ZI4 Z24 Z34 

(11.80) 

where, as usual, Zij == Zi - Zj. Since h = 0, the correlator on the infinite plane is 
simply a function g(x) of the anharmonic ratio x = (ZI2Z34)/(Z13Z24). After some 
algebra, the above differential equation reduces to 

2 
x(1 - x)g" + 3(1 - 2x)g' = 0 (11.81) 

The two independent solutions to this linear equation are g(x) = 1 and g(x) = 
x l/3 F( ~, i, ~; x), where F is the hypergeometric function. It remains to determine 
which linear combination of these two solutions is equal to Zaa - ZaP (the crossing 
probability) in the n ~ 1 limit. 
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L' 

L 

Figure 11.6. The Schwarz-Christoffel transformation mapping the upper half-plane to the 
interior of a rectangle. 

Before going further, we need the precise correspondence between the aspect 
ratio r of the rectangle and the anharmonic ratio x. A possible mapping from the 
upper half-plane to the interior of the rectangle is the following Schwarz-Christoffel 
transformation: 

W =Afz dt 
J(t - ZI)(t - Z2)(t - Z3)(t - Z4) 

(11.82) 

where the four points Zi are the images of the four comers Wi of the rectangle (cf. 
Fig. (11.6» and A is a constant proportional to L. This transformation is singular 
at the four points Zi and is not conformal precisely at these points, since it does 
not preserve angles there. We let these four points be respectively ZI = -k- I , 

Z2 = -1, Z3 = 1 and Z4 = k- I , where 0 < k < 1. It follows that the height of the 
rectangle is 

L' = W3 -W2 

i 

=2Ak t dt 
10 J{1 - t2)(1 - k 2t2) 

(11.83) 

= 2AkK.(k2 ) 

Likewise, the width is 

(11.84) 

Here we have used the definitions of the complete elliptic integrals of the first kind 
KandK': 

K(k2) _ t dt _ 1 F( 1 1 . k 2) 
= 10 J(1 - t2)(1 _ k 2t 2) - 21r 2' 2' 1, 

[
Ilk dt 

K'(k2) == = K(1- k 2) 
I J(1 - k 2t2)(t2 - 1) 

(11.85) 
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Therefore, the aspect ratio r = L'IL is 

K(I - P) 
r = 2K(k2 ) 

The anharmonic ratio x has a simpler expression: 

Z12Z34 (I - k)2 
X - -- - -,---~ 

- Z13Z24 - (I + k)2 
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(11.86) 

(11.87) 

When r -+ 0 (infinitely narrow lattice), k -+ 1 and x -+ O. On the other hand, 
when r -+ 00 (infinitely wide lattice), k -+ 0 and x -+ 1. Obviously, the crossing 
probability :7rh(r) should be 1 if r = 0 (x = 0) and zero if r = 00 (x = 1). 
However, the hypergeometric function satisfies the following identity: 

3r(j)xIl3F(! ~ ~·X)=1-(1-x)1I3F(! ~ ~·l-x) 
r( 1 )2 3' 3' 3 ' 3 ' 3' 3 ' 

(11.88) 

This identity makes it clear, from the the values at x = 0 and x = 1, that the 
appropriate combination describing :7rh(r) is 

3r(j) 113 1 2 4 
:7rh(r) = r(1)2x F(3' 3' 3;x) (11.89) 

The comparison between this expression and the crossing probabilities obtained 
in numerical simulationslO is illustrated on Fig. 11.7. The striking agreement be­
tween simulation and theory is one of the most convincing confirmations to date 
of the validity of the hypothesis of local conformal invariance in two-dimensional 
critical systems. 

Exercises 

11.1 Conformal theory on an infinite cylinder 

a) Show that any correlation function on the torus has a well-defined "infinite cylinder" limit 
by taking t" = iTIL -+ ioo (namely T -+ 00 while L, the transverse size of the cylinder, 
remains fixed). 

b) Derive the infinite cylinder limit of the torus Ward identity (12.79). In particular, compute 
the expectation value of the energy-momentum tensor on the infinite cylinder in terms of 
the central charge c. 

c) Use Eqs. (12.93) and (12.108) to compute the energy and spin two-point functions of the 
Ising model on an infinite cylinder. 

d) Check that the result satisfies the infinite cylinder Ward identity derived in part (b). 

10 The simulations were done on percolation by sites, not by bonds. However, even if the critical value 
Pc of the "activation" probability is different, the critical behavior-and thus the crossing probability­
are expected to be identical, because of universality. 
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In r 

Figure 11.7. Comparison between the crossing probability 1rh(r) measured in computer 
simulations (dots) and the prediction of Eq. (11.89). The errors on the simulation data 
are smaller than the point size used. The last point on the right deviates slightly from 
the theoretical curve, although this is barely visible on this graph. This deviation may be 
attributed to the finite number of sites used in the simulation. 

11.2 Compactijied boson on an infinite cylinder 
We consider the free bosonic theory compactified on a circle of radius R, with partition 
function on the torus 

Z(R) = 1 L exp _ 1rR2 Im' - mTI2 
1m T 111(.)12 m.m'eZ 21m T 

corresponding to the possible winding numbers (m, m') of the boson around the a and 
b-cycles of the torus (see Sect. 10.4.1 for details). 

a) In the infinite cylinder limit T = iT/L, T ~ 00, L fixed, show that the leading contribution 
to any correlation function comes from the doubly periodic sector (m, m') = (0,0). 

b) Use Eq. (12.148) to compute the electromagnetic operator two-point function on the 
infinite cylinder. 

c) Compare this result with the cylinder limit of the same two-point function in the Zz­
orbifold theory (Eq. (12.152». 

d) Use Eq. (12.150) to compute the n-point function of electromagnetic operators on the 
cylinder. 

-11.3 Verify all the steps leading to Eq. (11.29) and check the asymptotic result (11.32). 

11.4 Conformal invariance on the unit disk 

a) Show that the mapping w = (z - i)/(z + i) maps the upper half-plane (z) to the interior 
of the unit circle (w) centered at the origin. 
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b) Show that the order parameter profile on the unit disk is the following: 

(q,(W,W»disk = (l_lr2)2h 

where r is the distance from the origin. 
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(11.90) 

c) We denote a generic two-point function on the unit disk by G(rl ,01; r2'~) where (ri,Oi) 
(i = 1,2) are the polar coordinates of the two points considered. Show that conformal 
invariance implies the following universal ratio: 

G(a,O;a,1r) -(1 2)26 
G(O,O; 2a/(l +a2),O) - +a 

(11.91) 

(.1. is the scaling dimension of the local field under study). 

11.5 Ising energy correlator on the upper half-plane 

a) Show that the energy correlation function of the Ising model on the upper half-plane is 

(e(z,z)e(w,w»UHP = -4 I + 1 I 12 
)/IY2 Z-w Iz-w*12 

(11.92) 

up to a multiplicative factor. The energy operator is defined as e(z, z) = i 1/I(z){f(z). 

b) Show that the corresponding surface exponent '11\ is equal to 4. 

c) Show that, once mapped onto the infinite strip, the energy-energy correlator decays with 
a correlation length ~ = 2Ll1r'1I\' 

11.6 Parity transformation of the Ising model 
The effect of a parity transformation z -+ Z on the operators of the Ising model is not 
unique: it is possible to define two such parity transformations, which correspond to different 
boundary conditions on the real axis and distinguish between ordinary and extraordinary 
transitions. 

a) Show that the parity transformations 

1/I(z) -+ If(z) 

{f(z) -+ 1/I(z) 

u(z, z) -+ l1-(z, z) 

l1-(z, z) -+ u(z, z) 
(11.93) 

leave unchanged the OPEs of 1/1, {f, a, and 11-. These OPEs are given in Chap. 12 (Eq. (12.68) 
and the preceding one ).11 Note that some of those OPEs are defined up to sign, because of 
a branch cut. This parity transformation amounts to a duality transformation of the Ising 
model. 

b) Show that the parity transformation 

1/I(z) -+ -If(Z) 
If(z) -+ 1/f(z) 

u(z, z) -+ u(z, z) 

l1-(z, z) -+ l1-(z, z) 
(11.94) 

also leaves unchanged the same OPEs, provided it is antiunitary, that is, provided the 
coefficients of the OPE are complex-conjugated. 

II Note that it is not necessary to work through Chap. 12 in detail in order to do the exercises of the 
present chapter pertaining to the Ising model. The necessary identities of Chap. 12 may be borrowed 
without reference to their derivation. 



436 11. Finite-Size Scaling and Boundaries 

c) Let F±(x) ../1 ± -v'l=X. Show that the results (12.63) and (12.66) may be, 
respectively, written as 

I 

(o{Zt,Zt),u(Z2,Z2),u(Z3,Z3),o{Z4,Z4» = -21 I Z\3Z24 I~ (F+F+ + Fj_) 
Zt2Zt4Z23Z34 

I 

(o{Zt,Zt),tt(Z2,Z2),o{Z3,Z3),tt(Z4,Z4» = -2i I Z\3Z24 I~ (F+F_ -Fj+) 
Zt2Zt4Z23Z34 

d) Referring to Sect. 11.2.2, argue that the holomorphic part of the above correlators cor­
respond, respectively, to the extraordinary and ordinary transitions when applied to the 
spin-spin correlator on the upper half-plane, and are obtained, respectively, by applying the 
parity transformations (11.94) and (11.93). Of course, the infinite-plane correlator does not 
factorize into holomorphic x antiholomorphic factors, but rather like a sum thereof. By 
"holomorphic part", we mean what is obtained by setting F±(i) to a constant (e.g., unity). 

11.7 Spin-energy correlator on the upper half-plane 

a) On the infinite plane, the spin-energy function (e(z,z)o{w, w» vanishes. In the case of 
an ordinary transition, show that this is again the case on the upper haIf-plane (you must 
use the parity transformation (11.93». 

b) In the case of an extraordinary transition (with the parity transformation (11.94», show 
that, on the upper half-plane, the spin-energy function is 

(e(z, z)o{w, W»UHP oc (1m z)(:m W)1I4 {I: ~ :. I + I: -=-:: I} 
Hint: Use Eq. (12.30). 
Extract the corresponding surface exponent 1711' 
Result: 1711 = 4. 

c) The result of part (b) is incompatible with spin-reversal symmetry (J' ~ -(J'. Why is this 
acceptable here, for an extraordinary transition? 

11.8 Parity transformation of the free boson 

a) Show that, under parity, the free boson transforms as 

17 = ±1 

and that the choice 17 = + 1 corresponds to the boundary condition &p = 0 on the real axis, 
while the choice 17 = -1 corresponds to the boundary condition rp = 0 on the real axis. 

b) With the choice 17 = +1, show that the two-point function of vertex operators on the 
upper half-plane is 

if a =-fJ (11.95) 

otherwise 

and extract the surface exponent 170' Does this correspond to an ordinary or extraordinary 
transition? 

c) With the choice 17 = -I, show that 

(e,cwp(z,z)e'.&I'(w,w»UHP oc ---. _. _ 1 I Z - W l2afJ 

(1m Z)a2 (1m W)fJ2 Z - w· 
(11.96) 
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and extract the surface exponent 1111' Does this correspond to an ordinary or extraordinary 
transition? Why is the neutrality condition a + f3 = ° not necessary here? 

11.9 Free boson on a cylinder with fixed boundary conditions 
The aim of this exercise is to compute the partition function of the free boson on a cylinder 
of size Lx T, that is, subject to the periodicity condition in the space direction (II(x + L, y) = 
(II(x,y), and with fixed boundary conditions (a,b) in the time direction, namely 

(II(X,O) = 2T(Ra (II(X, n = 2T(Rb '<Ix E lR 

«(II is compactified on a circle of radius R, and a, b are two integers). The corresponding 
partition function Z(a.b)(L, T; R) will be computed using the zeta regularization scheme 
presented in Sect. 10.2. 

a) Write the eigenvalues of the Laplace operator /::;,. on the cylinder, with the boundary 
conditions (a,b) = (0,0). What is the main difference with the doubly periodic case of 
Sect. 1O.2? 

b) Follow the lines of Sect. 10.2 to derive the partition function 

I 
Z(o.o)(L, T; R) = l1(iTIL) 

where 11 is the Dedekind eta function (see App. IO.A). 

c) Compute the partition function Z(a.b)(L, T; R) with nonzero fixed boundary conditions 
(a,b). Show that 

qR2(b_a)2 /2 

l1(iTIL) 

whereq = exp(-2T(TII). 
Hint: Use the path integral formulation, with action S«(II) = (l/8T() J('i/(II)2tPX, and write 
(II = ip + (lleI, with ip subject to the (a, b) = (0,0) boundary condition, and (llel a classical 
solution of the equation of motion (/::;,.(IIeI = 0), with the (a, b) boundary condition. When 
2R2 is not the square of an integer, Z(a.b)(L, T; R) is just the irreducible character of the 
c = I representation with highest weight h = R2(b - a)2/2. This exhibits a collection of 
c = 1 characters as free-boson cylindric partition functions with fixed boundary conditions. 

11.10 Solution to the reparametrization constraint 
Show that the state Ii) defined in Eq. (11.60) is indeed a solution to the constraint (11.58). 
Project the constraint on the generic basis state (k; Nd ® U{l; N21 and show that the result 
vanishes. 

11.11 Normalization of the percolation partition function 
Show that the partition function (11.72) is normalized (Z = 1) in the simple bond percolation 
problem (n = I). This is a simple combinatoric problem, based on the expansion of (p+q)N , 
where N is the number of bonds, p is the activation probability of a bond, and q = I - p. 

Notes 

Finite-size corrections to the free energy and other thermodynamic quantities are discussed 
by Blote, Cardy and Nightingale [49] and by Affleck [1]. The name of John Cardy is asso­
ciated with most applications of conformal invariance to systems with boundaries. Surface 
critical behavior was discussed in [65] (see also the review article [68]). The restriction on 
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the operator content of a theory imposed by the boundary conditions (the coefficients n~(j 
of SecL 11.3.2) were discussed in [67]. The relation with the Verlinde formula, described in 
Sect. 11.3.2, is described in [70]. The application of this formalism to critical percolation is 
found in [71]. Monte Carlo simulations of critical percolation were performed by Langlands 
and collaborators [251,252]. The data of Fig. 11.7 are borrowed from [252]. 

Exercise 11.9 is in part based on [315]. 



CHAPTER 12 

The Two-Dimensional Ising 
Model 

The two-dimensional Ising model is probably one of the most famous statisti­
cal models, and it has been extensively studied in the literature. Our aim in this 
chapter is to present a detailed study of its continuum limit, in the framework of 
conformally invariant (free fermionic or bosonic) field theories. After reviewing 
basic facts on the statistical-mechanical model, we concentrate on its continuum 
fermionic representation. This framework is particularly suitable for the computa­
tion of correlation functions of the energy operator on the plane. For correlations 
involving the spin operator, it is more convenient to consider a bosonic field the­
ory, made of two independent Ising models. In this bosonic formulation, the spin 
operator has a simple realization in terms of the free field. To complete the study 
of correlators, we also present the solution of the continuum Ising model on the 
torus, and use it as an illustrative example of the general theory of conformal blocks 
covered in Chaps. 9 and 10. 

§12.1. The Statistical Model 

The two-dimensional Ising model is defined as follows (cf. Chap. 3). Spin variables 
(1i E {-I, I} sit at the nodes of a square lattice of size N x M, and interact through 
a nearest-neighbor energy I per link (ij) 

leading to the partition function 

Z = L e-fl L,(ii)E{iJ1 

luI 

(12.1) 

(12.2) 

1 More generally, the system can be submitted to an external magnetic field B, resulting in the energy 
BCTi per node. However, here and in the following, we concentrate on the zero magnetic field case 
B=O. 
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where p = lI(kBT). This system undergoes a second-order phase transition at 
a critical value Kc of the coupling K = fJ.!. We are interested mainly in the 
continuum limit formulation of the model at this critical point. The latter separates 
a low temperature ordered phase (K > Kc) from a high-temperature disordered 
phase (K < Kc). The partition function can be expanded in power series of 11K 
and K. respectively. in these two phases. 

In the high-temperature phase (small K). we write 

Z = L n cosh(K)(I + O"iO"jtanh(K» 

luI (ij) 

(12.3) 

and expand the product on the r.h.s. into monomials. When summing over all 
O"i E {-I, I}. the only monomials with a nonvanishing contribution are products 
of 0"[ only (a term O"i sums to 1 - 1 = 0). These monomials come thus from spins 
forming closed chains of neighbors. Hence, the sum over all spins can be replaced 
by a sum over all closed (possibly disconnected) loops on the square lattice. namely 

Zhigh = [2cosh(K)]NM L[tanh(K)]length 
loops 

(12.4) 

This is the so-called high-temperature expansion of the Ising model. A typical term 
in this expansion is illustrated on Fig. 12.1(a). 

+ 
++ 

++ 
++ 

(a) (b) 

Figure 12.1. A typical tenn in the high- and low-temperature expansions of the Ising 
model. We display in (a) a loop configuration on the square lattice. with contribution 
[2cosbK]NM[tanhK]16 in the high-temperature expansion, and in (b) a spin configura­
tion corresponding to the same loop configuration in the low-temperature expansion. with 
contribution eKNMe-32K • 

In the low-temperature phase (large K), a given spin configuration is character­
ized by the borders of, say, all the spin + 1 areas in a spin -1 background. Since 
the borders form loops, the sum (12.2) can be replaced by 

Zlow = 2eNMK L e-2K(Jength) 
loops 

(12.5) 
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where the contribution of all spins down has been factored out of the sum. The 
factor 2 accounts for the degeneracy under the reversal of all spins. This is the 
low-temperature expansion of the Ising model. A typical term in this expansion is 
illustrated on Fig. 12.1(b). 

From expressions (12.4) and (12.5), we see that the two phases are mapped into 
each other through the identification 

e-2K' = tanh K (12.6) 

which leads to 

(12.7) 

At the phase transition point, where singular behavior is expected in the ther­
modynamic limit (N,M ~ 00), we see that the two couplings K and K' of 
Eq. (12.6) should be identical, since the r.h.s. and l.h.s. ofEq. (12.7) must become 
simultaneously singular. This defines the critical coupling 

1 
Kc = - 2 In( .J2 - 1) :::: 0.440686 ... (12.8) 

as the self-dual point of the duality relation (12.6) between the high- and low­
temperature phases of the Ising model. 

The duality transformation (12.6) relates the ordered and disordered phases 
of the Ising model. Actually it enables us to define an operator dual to the spin 
operator, called the disorder operator and denoted by J,L, as follows. 

The correlation of two spin operators sitting at positions r, and r2 on the lattice, 
reads 

(12.9) 

This is equivalent to picking an arbitrary path of n steps from r, to r2 along the 
lattice bonds and changing the coupling K ~ K + i1rl2 for each bond of the path. 
Indeed, this introduces a factor eirrujujl2 = i O'iO'j per bond (ij) of the path, leaving 
us with in o{r,)o{r2), as each intermediary spin O'i appears twice and 0'; = 1. The 
result is actually independent, up to a sign, of the path chosen (see Ex. 12.4 for a 
proof). 

In the spirit of the low-temperature expansion (12.5) we can also consider a 
correlation function of disorder operators (J,L(r,)J,L(r2» defined as follows. We 
pick any path from r, to r2 and change K ~ -K on all the bonds along the 
path; then we compute the sum over spin configurations as in Eq. (12.2), and 
normalize the result by dividing it by the partition function Z. This operation 
yields a result independent of the path (see Ex. 12.5). Actually, it is easy to see 
that the duality transformation (12.6) maps (o{r,)o{r2» into (J,L(rl)J,L(r2». This is 
a direct consequence of the transformations 

(-K)* = K* + i~ 
2 

(K + i~)* = -(K*) 
2 

(12.10) 
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where the duality transformation * is defined by Eq. (12.6): 

e-2K• = tanh K (12.11) 

Therefore the high-low temperature duality of the Ising model exchanges the spin 
and disorder operators u -++- IL. 

The actual study of the transition requires much more work. It is far beyond the 
scope of this chapter to describe the original solution of the model by Onsager, or 
its modem formulation as a particular case of the eight-vertex model due to Baxter. 

As our main task will be the study of the continuum limit of the model, we now 
briefly exhibit its fermionic character. The spin operator is actually not sufficient 
to describe the continuum limit of the model. The precise solution of the model 
involves some nonlocal observables, which are built out of the spin variables along 
a whole line, which crosses the lattice all the way to its border. This is the fermion 
operator, built out of the spin operator through the Jordan-Wigner transformation.2 

Whereas the spin operator is local (only defined at a point), the fermion operator is 
nonlocal because it depends on the values of the spin operator along a whole line 
starting from the boundary and ending at a given point. Moreover, the correlation 
function of two fermion operators must depend on their order of insertion, namely 
on the relative positions of the two lines defining them. It can be shown that the 
exchange of their positions results in an overall change of sign of the fermion 
correlator: this justifies the identification of the basic field in the continuum limit 
of the critical Ising model with a fermionic field. 

Moreover, the exact Jordan-Wigner transformation of the partition function re­
sults, in the continuum limit, in a real free-fermion action functional. This action 
will be the subject of our study for the remainder of this chapter. We stress that, 
in this description, the spin operator is nonlocal with respect to the fermion op­
erator. Although it does not appear explicitly in the free-fermion action, it has an 
expression (inverse Jordan-Wigner transformation) in terms of the values of the 
fermion operators along a line ending at the argument of the operator. The effects 
of nonlocality appear in the OPE of the spin and fermion operators. 

§12.2. The Underlying Fermionic Theory 

As mentioned before, the continuum critical Ising model is described by a free 
massless real fermion, governed by the action 

(12.12) 

2 This is best seen by perfonning the following sequence of transformations of the Ising model. In a 
first step, the two-dimensional Ising model is related to the one-dimensional/sing quantum spin chain 
(see Ex. 12.1). In a second step, the Ising spin chain is shown to be equivalent to the XZ spin chain 
(see Ex. 12.1 for a proof). Finally, the Jordan-Wigner transformation is performed on the equivalent 
XY == XZ model (cf. Ex. 12.2). 
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The above action is conformally invariant and was studied in Sect. 5.3.2. Actually, 
the vicinity of the critical point is also described by a free fermionic action, but 
with the addition of a mass term m1/lliF ex: (K - Kc )1/IliF, which spoils the conformal 
invariance. Here we concentrate on the massless case only. 

The conformally invariant action (12.12) leads to a theory with central charge 

I 
CIsing = c(4,3) = 

2 

and the various operators are identified as 

Fermions: 1/I(Z) 

liF(z) 

ex: <I>(2,I)(Z) ® <I>(I,I)(Z) 

ex: <I>(I,I)(Z) ® <I>(2,I)(Z) 

Spin: a(z, z) ex: <I>(I,2)(Z) ® <I>(I,2)(Z) 

12.2.1. Fennion: Energy and Energy-Momentum Tensor 

(12.13) 

(12.14) 

As shown in Sect. 5.3.2, the free fermion action (12.12) leads to the following 
propagators 

(1/I(Z)1/I(w) 

(liF(z)liF(w) = 

I 

Z-w 
I 

z-w 

(12.15) 

Both functions are antisymmetric under the exchange of arguments Z ~ w (resp. 
Z -# w), and exhibit the conformal dimensions of 1/1 (h = 4, iz = 0) and liF (h = 0, 

iz = 4). The energy operator is just a composite of the two fermionic fields (with 

h = iz = 4), namely3 

e(z, z) = i: 1/IliF : ex: <I>(2,I)(Z) ® <I>(2,I)(Z) (12.16) 

with the usual convention for the normal-ordered product. The normal ordering is, 
however, purely formal here, as the OPE of 1/1 and liF is regular. 

The correlation functions of the energy operator on the plane are easily derived 
by means of the fermionic version of Wick's theorem. Since the latter involves 
only pairings of the fermion operators, only correlators of an even number of 
energy operators survive. This is a manifestation of an underlying ~ symmetry 
under which the sign of the energy operator is reversed e --+ -e. This symmetry 
indeed reflects the high-low temperature duality discussed above: slightly away 
from criticality, the Ising action (12.12) acquires a mass term 

im J 1/I(z)liF(z) ex: (K - Kc) J e(z, z) (12.17) 

3 We recall that only left-right symmetric primary fields appear in the diagonal minimal theory 
M( 4,3). The fennion can be seen as a nondiagonal projection of the energy field. 
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This can be viewed as a perturbation of the free theory by the energy operator e. 
For K ~ Kc, the high-low temperature duality (12.6) just amounts to K* - Kc = 
Kc - K, that is, a change of sign in the perturbation, which can be absorbed into 
a change of sign of the energy operator. We thus wish to compute 

E2n = (e(ZI, ZI)·· . e(Z2n, Z2n») 

= (_1)n(l/I(ZI)~(ZI)··· l/I(Z2n)~(Z2n») 

= (l/I(ZI)··· l/I(Z2n»)(~(ZI)· .. ~(Z2n») 

(12.18) 

where we used the decoupling and anticommutation of l/I and ~ to factorize the 
correlator into holomorphic x antiholomorphic parts (the (_1)n disappeared in 
the third line after grouping the holomorphic fields together). According to Wick's 
theorem, we have to sum over all the possible pairings of fermionic operators l/I 
(resp. ~), and weigh the contribution of each pairing with the signature of the 
corresponding permutation. We end up with 

(12.19) 

where we used the notation Pf(A) for the Pfaffian of a (2n) x (2n) antisymmetric 
matrix Aij = -Aji' defined as4 

1 n 

Pf(A) = n'2n L sgn (]f) n A1r(2i-I),1r(2i) 
. 1rES2n i=1 

(12.20) 

where the sum extends over the permutation group of the 2n indices, S2n, and 
sgn (]f) denotes the signature of the permutation ]f. The prefactor avoids over­
counting pairs. In Eq. (12.19), it is understood that the matrixAij = (l/I(Zi)l/I(Zj») 
has vanishing diagonal elements. By using the propagators (12.15), we finally 
obtain 

(12.21) 

The energy-momentum tensor for the real free fermion reads 

1 
= -2: l/I(Z)Ozl/l(z) : 

= -~ 2-Tz [~(l/I(Z)Owl/l(W) - °zl/l(z)l/I(w» - (Z _IW)2] 

T(z) 
(12.22) 

and a similar expression for t in terms of~. Here the normal ordering prescription 
amounts to subtracting the divergence when the two points Z and w coincide. It 
is easy to recover the Ward identities (5.41) of Chap. 5 expressing the insertion 
of the energy-momentum operator in an energy correlator by direct use of Wick's 
theorem (see Ex. 12.6 below). 

4 Note that this definition is equivalent to Eq. 2.225, upon regrouping pennutations in the r.h.s. of 
(12.20). 
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12.2.2. Spin 

The spin operator a(z, z) is in many respects more subtle to deal with. From the 
knowledge of its conformal dimensions h = ii = 1/16, we immediately write the 
two-point correlator 

I 

Iz\ - z214 

1 
(12.23) 

The Z2 symmetry of the Ising model (under reversal of all spins) implies that the 
correlators should all be invariant under the change a ~ -a. Hence only the 
correlators involving an even number of spin operators will survive. To compute 
higher-order correlators, we need the OPE of the various fields. The fusion rules 
predicted by conformal theory, namely 

aa~ ][+e ee~][ (12.24) 

are expressed as 

1 ---=+ ... 
Iz-wl2 

1 I +C""Elz-wlie(w,w)+ ... 
Iz-wl 4 

e(z,z)e(w,w) = 

(12.25) 
a(z,z)a(w,w) = 

The structure constant C""E will be computed later as a limit of the four-spin 
correlator. The OPE with fermion operators expected from the statistical-model 
analysis read (up to some multiplicative factors, which will be derived later) 

l/I(z)a(w,w) 

1/I(z)JL(w, w) 

1 I JL(w, w) 
(z -W)2 

_ 1 _ I a(w,w) 
(z -W)2 

(12.26) 

where JL denotes the disorder operator dual to the spin operator. JL has the same 
OPE and conformal dimensions as a, except for a sign: CJ1.J1.E = -C"UE' since 
the sign of the thermal operator e must change in the duality transformation. The 
relative nonlocality of the fermion and spin operators translates into the noninteger 
power (~) of the singular term. Inside a correlator, circulating the argument of the 
fermion around that of the spin, will result in a phase e2itr/2 = -1, hence a global 
change of sign. 

We now illustrate the use of the OPE (12.26) in the computation of the mixed 
correlator 

(l/ICz)l/I(w)a(z\, Z\)a(Z2, Z2» 
(a(z\, z\ )a(Z2, Z2» 

When Z ~ w, we should get the limit 

G~ 
1. 

z-w 

(12.27) 

(12.28) 
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When Z --+ Z\. we have 

(12.29) 

and a similar expression when z --+ Z2. Moreover, G must be antisymmetric under 
the exchange of z ~ w. These properties fix the function G. By global conformal 
invariance, (z - w)G must be a function of the cross ratio of the four points. The 
precise dependence on the cross-ratio is completely determined by the above limits 
and the fact that G is antisymmetric under the exchange z ~ w. We find 

(12.30) 

As a nontrivial check of the coherence of the theory, we recover the dimension 
ha = 1116 of the spin operator by computing 

(12.31) 

and taking the z --+ z, limit, with the leading term identified as 

(12.32) 

A direct way of computing more general correlators is by solving the differential 
equations they satisfy. We recall that these differential equations are consequences 
of the singular vector structure of the Verma modules associated with the primary 
fields e, (1'. Actually, both the energy and the spin fields are degenerate at level 2, 
so that the associated highest weight vectors Ih) have to satisfy the null vector 
condition 

(12.33) 

with 

(12.34) 

Combined with the Ward identity (5.41), this yields a second-order differential 
equation of the form (S.71) for any correlator involving e or (1' (see Ex. 12.S for an 
illustrative example). But, instead of pursuing this rather technical program, we 
present below a simpler alternative for computing Ising correlators on the plane. 
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§12.3. Correlation Functions on the Plane by 
Bosonization 

12.3.1. The Bosonization Rules 

447 

The superposition of two critical continuum Ising models on the same square 
lattice must have central charge c = 4 + 4 = 1. Indeed, since the two theories do 
not interact with each other, the total energy-momentum tensor is the sum of the 
energy-momentum tensors of each theory, and the central charges simply add up. 
This is the essence of the bosonization of the Ising model: to take two copies of 
the Ising model and to find a description of all the operators in terms of the free 
bosonic field at c = 1. 

One way of explicitly realizing this is to consider the theory of a free Dirac 
(complex) fermion, 

(12.35) 

the components of which are expressed in terms of two real fermions (indexed by 1 
and 2). This theory is conformally invariant, with central charge c = 1: its energy­
momentum tensor T is the sum of the energy-momentum tensors associated with 
the real fermions 1/11 and 1/12 (cf. Ex. 5.5): 

T(z) = ~(aDtD - DtaD) = -~1/1la1/11 - ~1/12a1/12 
2 2 2 

(12.36) 

where Dt(z) = (1/11 - i1/12)/.../2. 
Since the Dirac fermion is a c = 1 theory, a relation with the free boson may 

seem reasonable. Such a representation of the free complex fermion in terms of a 
free boson is the object of bosonization. We write 

(12.37) 

where q,(z) is a chiral (holomorphic) bosonic field with propagator 

(q,(z)q,(O» = -lnz (12.38) 

The fields q, and tP are the chiral components of the free boson of Sect. 6.3:5 

q>(z, z) = q,(z) - tP(z) (12.39) 

The properties of the chiral vertex operator eia¢(1.) are those found in Sect. 6.3, 
except that they pertain to the holomorphic sector only: its conformal dimension 
is 4a2 (with the normalization chosen above for the propagator) and its OPE is 

(12.40) 

S We ignore for the moment subtle issues related to the zero-mode of 'P. 
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The vertex operators ofEq. (12.37) have confonnal dimensions (4,0) and (0, 4) 
respectively and their OPEs are indeed compatible with those of complex fermions: 

eitP(z)eitP(w) '" ei(tP(z)+tP(w»(z - w) 

eitP(z)e-itP(w) '" ei(tP(zhl>(w» _1_ 
z-w 

(12.41) 

In the limit Z -+ w, the first equation corresponds to D(Z)2 = 0, whereas the 
second gives 

D(z)Dt(w) '" _1_ + ia</>(w) 
z-w 

(12.42) 

The relation between the Dirac fermion and the boson rp may also be expressed 
in tenns of the Dirac current]l-': 

(12.43) 

where 1> = 1)t yO. Indeed, if we adopt the convention of Sect. 5.3.2 for Dirac 
matrices, then 

But 

° - -J = i1/1I1/12 +i1/1I1/12 

JI = -1/111/12 + lP-I lP-2 

1/1I(Z)1/12(Z) = -~i(Dt(Z)D(Z) - D(z)Dt(z» 

= -!i lim {e-itP(Z)eitP(W) _ eitP(Z)e-itP(W)} 
2 w ..... z 

= i&P(z) 

(12.44) 

(12.45) 

and, likewise, lP-I lP-2 = ia<f,. Therefore, the holomorphic components of the current 
are (cf. Eqs. (5.7) and (5.8» 

Jz = !(Jo - iJI) = -&p = -ikp 
2 
1]0 I -- -

Ji. = 2( +iJ) = -a</> = +arp 

This confinns Eq. (12.43). 

12.3.2. Energy Correlators 

(12.46) 

Two different mass tenns may be considered for the Dirac fermion 1). The usual 
Dirac mass term is 

'D1) = 1)y01) = Dt b + b t D = i( 1/11 lP-2 + lP-11/I2) 

On the other hand, another (pseudoscalar) mass tenn exists: 

1>y51) = 1)yOy51) = Dt b - b t D = -(1/11 lP-I + 1/12lP-2) 

(12.47) 

(12.48) 
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where y5 == iyOyl = -(13. This mass term is proportional to the total energy 
operator of the two copies of the Ising model: 

- - - 5 
EI + E2 = Kt/ltVlt + 1/121/12) = -i'Dy 1) (12.49) 

On the other hand, 

-if>y51) = -i(Dt b - b t D) 

= -i(Dt b + Dbt ) 

= -i (e-i"'ei~ + ei"'e-i~) 

= -2i cos rp(z, Z) 

(12.50) 

Hence we may represent the correlation functions of the energy operator using the 
bosonic field rp in the form 

2n 

(81 + E2)(ZI, ZI)· .. (EI + E2)(Z2n, Z2n» = Mn( n cos rp(Zi, Zi») (12.51) 
i=1 

Of course, the mixed correlators of EI and E2 factorize into a product of correlators 
pertaining to each Ising model. Hence, the l.h.s. of Eq. (12.51) decomposes into 
a sum of products of energy correlators of each theory. The normalization factor 
Mn is fixed by the short-distance limits (see Ex. 12.9). 

There is a more direct relation between the energy correlators of the Ising model 
and those of the free field rp, which uses the result (12.19). Guided by the idea of 
duplication of the Ising model in order to bosonize it, we compute the square of 
the energy correlator 

(E(ZI,ZI)···E(Z2n,Z2n»2 = JPf[_I_JJ4 
Zi - Zj 

(12.52) 

The square of the Pfaffian of an anti symmetric matrix A is equal to its determinant. 
Actually we can write 

det [Zi ~ zJ = Pf2 [Zi ~ zJ = Hf [ (Zi ~ Zj)2 J (12.53) 

where Hf(B) denotes the Haffnian6 of a symmetric matrix B 

1 n 

Hf(B) = 2nn! L n Bu(2i-J)u(2i) 
<7eS2n 1=1 

(12.54) 

The Haffnian expression for Eq. (12.52) enables us to rewrite the square of 
Eq. (12.19) as the free-field correlator 

(e(ZI, ZI)· .. E(Z2n,Z2n»2 = Pn (O(Vrpl2)2(Zi,Zi)} (12.55) 

6 See Ex. 12.12 for a proof of this relation and more identities involving the fermion propagator. 
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where 

(12.56) 

Again, the normalization factor Pn is fixed by the short-distance behavior. This 
suggests that the composite energy operator 81 x 82 should be identified with the 
operator (Vq;)2 in the bosonized Dirac theory. Indeed, a correlator of composite 
energies factorizes into the product of the corresponding correlators in the two 
Ising theories 

(8182(1) .. ·8182(2n» = (el (1) .. ·81 (2n» x (82(1)· . · 82(2n» 

= (e(1)··. 8(2n»2 
(12.57) 

The identification of 8182 with arpaq; may also be obtained directly from the 
bosonization procedure. Since 1/1'11/1'2 = i&/>, we find 

81 8 2 = (i1/l'Iliil)(i1/l'2lii2) = 1/I'11/1'2liillii2 
= -&/>a~ = arpaq; 

12.3.3. Spin and General Correlators 

(12.58) 

A careful study of the Jordan-Wigner transformation (see Ex. 12.2) enables us to 
rewrite the correlation function of spin operators directly in terms of the bosonic 
field q;. We do not work out the detail of this calculation here, but simply give the 
result. The spin-spin correlation function actually appears only squared, because of 
the duplication of the model, just like in the energy case: the correlation functions 
of the composite spin operator 0"1 x 0"2 factorize into a product of the correlators 
for each Ising theory. The result reads 

(12.59) 

By using the free-field propagator (12.39) and the spin-spin OPE, we can fix the 
normalization constant N 1 = 2 and recover 

This generalizes to 

(a(ZI,ZI)·· ·a(Z2n,Z2n»2 = Nn (n cos ~(Zj,Z;») 
1=1 

= N~ (fi(eiq>(;)/2 + e-iq>(;)/2») 
2 ;=1 

= Nn "" 22n ~ 
6;=±1 1=1 •...• 2n 

1:6;=0 

n IZi - z;IE;Sjl2 

k; 

(12.60) 

(12.61) 
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where we used the notation ((J(j) == ((J(Zj, Zj), and the last equation is simply the 
sum over all the charge-neutral products of vertex operators, computed by Wick's 
theorem. The overall normalization is fixed to 

(12.62) 

by the OPE. Note that we did not use all the information contained in the OPE 
(12.25). Actually we can compute the structure constant CUUE from the above result 
(12.61). We take the four-spin correlator (n = 2) and let ZI -+ Z2 and Z3 -+ Z4, 
then1 

(12.63) 

This shows that C;un = 1 and C~UE = 1/4. Hence, up to a multiplicative redefinition 
of the operator e, we find 

and (12.64) 

The high-low temperature duality of the Ising model reverses the sign of the 
energy operator, whereas it exchanges spin and disorder operators. It is therefore 
easily identified as ((J -+ 7r - ((J in the bosonized Dirac fermion theory. Conse­
quently, replacing (T by J.I, in the square of a correlator just amounts to replacing 
cos ((J/2 -+ sin ((J12 in the corresponding free-field correlator. This results in 

= 2n+m (fi cos ~(Zi'Zi) fi sin ~(Wj'Wj») 
1=1 1=1 

= 
(_I)m 

Ei.'Ik=±1 
EEi+E'Ik=O 

fI 7Jk fI IZi - Zj IEi E;/2 
k i<j 

x fI IWk - Wd'lk'll/2 fI IZr - Ws IEr'ls/2 
k<l r~ 

(12.65) 

7 Notice that the first equality in Eq. (12.63) exhibits the dependence (5.31) on the cross-ratio of the 
four points. 
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For example, in the case m = n = I, we find (see also Eq. (5.31» 

(a(ZI, Zl )J,L(Z2, Z2)a(Z3, Z3)J,L(Z4, Z4)}2 
I 

= 1 IZ13Z24Ii [-1 + IZl2Z341 + IZI4Z231] 

2 IZI4Z23Z12Z341 ~ IZ13Z241 IZ13Z241 

(12.66) 

We note the change of sign for the first term when compared to the four-spin result 
(12.63). This again teaches us something about the OPE of CT and J,L. Considering 
for instance the above expression in the limit Zl -+ Z2 and Z3 -+ Z4, we find 

_ _ ei:rr/4(z - w)~ 1/I(w) + e-i:rr/4(z - w)! -.ii-(w) 
a(z, z)J,L(w, w) = M I + . .. (12.67) 

",,21z -wj4 

Using the associativity of the OPE, we deduce the exact multiplicative 
normalization factors in the OPE (12.26), which read 

ei :rr/4 
1/I(z)a(w, w) = ../2 I J,L(w, w) 

2(z - W)i 

e-i :rr/4 
1/I(z)J,L(w, w) = I a(w, w) 

../2(z - w)"i 
e-i:rr/4 

'if,(z)a(w, w) = ../2 _ _ I J,L(w, w) 
2(z - w)"i 

ei:rr/4 
'if,(Z)J,L(w, w) = _ _ I a(w, w) 

../2(z -w)"i 

(12.68) 

Note that the phase factors agree with the definition of the energy operator as 
e = i : 1/I'if, :, and guarantee that the operators e, CT, and J,L are real. For instance, 
we recover 

e(z,z)a(w,w) = i1/l(z)['if,(z)a(w,w)] 
e-i:rr/4 

= i1/l(z) _ _ I J,L(w, w) 
(Z -W)i 

e-i:rr/4 
=i../2- _ I [1/I(z)J,L(w,w)] 

2(z - W)i 

e-i:rr/4 e-i:rr/4 
= i _ _ I I a(w, w) 

../2(z - W)i ../2(z - W)i 

= 21z ~ wi a(w, w) (12.69) 

h C G _ 1 
ence EG - 2. 
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The bosonization formulae for the Ising correlation functions may be summa­
rized in a unique equation 

(o{1) .. ·o{2m)J.L(2m + 1) ... J.L(2n)e(2n + 1) ... e(2n + p)2 

(
2m 2n 2n+p ) 

= Nn,p n COS ~(i) n sin ~(j) n (Vrp/2)2(k) 
i=l 2 i=2m+l 2 k=2n+l 

(12.70) 
where we used again the notation u(j) == o{Zi, Zi) and similarly for J.L and e. The 
normalization factor is again fixed to be 

(12.71) 

by the short-distance limit. 

§12.4. The Ising Model on the Torus 

So far we have dealt with the Ising theory only on the complex plane. However, 
with this completely solvable case, it is interesting to study the effect of finite 
geometry. Actually, numerical calculations for spin models are always carried out, 
using the transfer matrix method, on strips of finite width (related to the size of 
the transfer matrix). If no transfer matrix is available, the calculations must be 
performed on some finite rectangle of size, say, N x M. In each case, various 
boundary conditions can be imposed. 

In fact, we can define the square Ising model on any closed Riemann surface 
by replacing the surface by a "quadrangulation", namely, a tessellation with pos­
sibly slightly deformed squares, which wraps around the handles of the surface, 
incorporating thus the effect of topology. To include also the effects of curvature, a 
given vertex of the tessellation may be common to an arbitrary number of deformed 
squares (not necessarily 4; for instance, a vertex common to only 3 squares in the 
tessellation looks like the vertex of a cube and therefore indicates some positive 
curvature, whereas a vertex common to 5 or more squares indicates negative cur­
vature). Such spin models are instrumental in investigations of quantum gravity, 
more precisely of the coupling of a matter theory (here the Ising model) to fluc­
tuations of space-time geometry (topology and curvature). These are actually toy 
models for quantum string theory. In this sense, conformal theories on the plane 
are often considered as string vacua, namely the nonfluctuating flat space version 
of some string theories. 

The simplest example of a surface with nontrivial topology (one handle) is the 
torus or, equivalently, a parallelogram with doubly periodic boundary conditions 
(cf. Chap. 10). One example is the rectangle of N x M bonds with the identifi­
cation of the N horizontal bonds at the top and bottom of the rectangle and the 
identification of the M vertical ones at the left and right of the rectangle. Such a 
torus is parametrized by a complex parameter, 'l" = iMIN. When taking a suitable 
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thermodynamic limit (M,N -+ 00, MIN finite), we end up with a continuum 
model with doubly periodic boundary conditions on the fields. The most general 
torus is characterized by a complex parameter t", with 1m t" > 0 (a nonvanishing 
real part of t" means that the two lines, along which periodic boundary conditions 
are to be taken, form an angle a =F 7r12). 

12.4.1. The Partition Function 

The partition function of the free real fermion on the torus was calculated in 
Chap. 10. We recall some relevant results. Along the two directions of the torus 
(1 and t"), the fermions may have periodic (R) or antiperiodic (NS) boundary 
conditions. This leads to four sectors denoted by (v, u), u, v e {O, 4}, according 
to the boundary conditions 

t/I(z + t") = e2i1rU t/l(z) (12.72) 

and hence four contributions Zv,u to the partition function. According to 
Eq. (10.46), Zo,o vanishes identically, and we are left with 

ZIsing = Zo 1 +Z1 1 +Z1 0 
, 2 2' 2 2' 

= ~ [I fMOIt") 1 + 1 fh (01 t") 1 + 1 84(01t") I] 
2 11(t") 11(t") 11(t") 

(12.73) 

= IXI,I (t")12 + IX2,1 (t")12 + IXI,2( t")12 

The notations for the 8 functions are defined in App. 1O.A. The conformal 
characters of the identity, energy, and spin operators are respectively identified 
as 

X2,1(t") = 

~[J83(01t") + J84(01t")] 
2 11( t") 

~[J83(0Id - J84(01t")] 
2 11( t") 

~Jfh(OIt") 
211( t") 

(12.74) 

These are also the three conformal blocks of any correlation of the identity operator 
on the torus. 

The vanishing of the partition function Zo,o in the periodic-periodic sector is 
simply due to the zero-mode of the Laplacian in this sector, namely, the contribution 
of the Grassmannian integral f dt/lo = O. However, some correlation functions will 
receive nonvanishing contributions from this sector whenever some field insertion 
compensates the zero-mode, simply because f t/lodt/lo = 1. This is the case for 
the expectation value of the energy operator in the periodic-periodic sector 

(12.75) 
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The insertion of the fermions has the effect of canceling exactly the zero-mode 
contribution n = 0 responsible for the vanishing of do.o (cf. Eq. (10.46», and we 
are left with 

1<1;;,0 I' = Iq 1124 D (1 - q")1' = 1.«)1' (12.76) 

Conversely, the insertion of e introduces zero-modes in the other sectors (v, u) :j:. 
(0,0), causing their contributions to vanish. As a result, the expectation value of 
the energy operator receives contributions only from the (0,0) sector, so that 

(12.77) 

We note that the expectation value (12.77) is identified with the modulus square 
of the only conformal block of the one-point function of the energy on the torus, 
namely 

(12.78) 

also expressing the fusion rule (1' x (1' ~ e. In general, all four sectors are expected 
to contribute to correlation functions. 

12.4.2. General Ward Identities on the Torus 

The conformal Ward identity (5.41) of Chap. 5 admits an extension on any Rie­
mann surface. It expresses the transformation of correlators under a change of 
coordinates. On the torus, two new ingredients must be incorporated: (i) since the 
correlation functions are now elliptic (doubly periodic) functions, short-distance 
singularities give rise to an infinite number of poles on a doubly periodic lattice; 
(ii) reparametrizations of the torus (i.e., changes of t") have to be incorporated. A 
direct consequence of the presence of this new parameter t" is that the expectation 
value of the energy-momentum tensor does not vanish on the torus. In fact, the 
energy-momentum tensor generates the reparametrizations of the torus itself and 
its expectation value is related to the variation of the partition function with respect 
to t". The torus Ward identity for the insertion of the energy-momentum tensor, in 
a correlator of primary fields ~i with conformal dimensions hi, reads 

(T(z)~I(ZI,ZI)'" ~n(Zn,Zn» - (T)(~I(zl'ZI)'" ~(Zn,Zn» 

= {1; [hi(~z - Zi) + 2771) + (<<Z - Zi) + 277IZi)aZi ] 

+ 2inaT } (~I (ZltZI)' .. ~n(Zn, Zn» 

(12.79) 
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with 

I (T) = 2irra ... ln Z I (12.80) 

where Z is the torus partition function of the theory. The zeta function ~ and the 
Weierstrass function (fJ are the elliptic generalizations of liz and lIz2 , respectively, 
namely 

(12.81) 

with 

(12.82) 

We will not prove the Ward identities (12.79) here. However, it will be an instructive 
exercise for the reader to directly check that they are indeed satisfied by the Ising 
torus correlators calculated below (see, e.g., Ex. 12.20). In the Ising case, we have, 
sector by sector, 

T . I Z . I (MOI-r) 
( )v = 2ma ... n v = lrra ... n '1(-r) (12.83) 

for v = 2,3,4 (corresponding resp. to (v, u) = (0,4), (4,4), (4,0». Summing 
over all sectors yields 

(T) = 2irra ... lnZIsing (12.84) 

We see that the periodic-periodic sector v = 1 does not contribute: ZI (T) 1 = O. 
When combined with the singular-vector conditions for primary fields, the Ward 

identity (12.79) leads to elliptic differential equations for correlators on the torus. 
In the case of a field 4J with conformal dimension h = h l ,2 or h 2,]' where the 
highest weight vector Ih) is degenerate at level 2, this leads to 

[ 
3 n 

2(2h + 1) a: - 2'11 (h + zaz) - 2irra ... - 8(~(z - Zi) + 2'1IZi)az; 

- ~?(fJ(Z-Zi)+2'11)]{Z(4J(Z'Z)4JI(ZI'ZI) ... 4Jn(zn'Zn»} = 0 

(12.85) 
where the differential operator acts on Z x ( ... ). Instead of trying to solve 
Eq. (12.85) directly, we will resort to other methods for computing the correlators. 
Checking that these equations are indeed satisfied will result from/in a variety of 
theta function identities. 
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§12.5. Correlation Functions on the Torus 

12.5.1. Fermion and Energy Correlators 

The fennion propagator 

on the torus in a given sector v == (v, u) has the following properties: 

457 

(12.86) 

(i) it has a single pole atz -+ w, with residue 1 (at short distances, we must recover 
the propagator on the plane). 

(ii) it is a meromorphic function with periodicity conditions 

(12.87) 

The function 

(v = 2,3,4) (12.88) 

satisfies (i) and (ii), due to the theta function transformation properties under 
Z -+ Z + l,z + r (cf. App. 1O.A). Therefore, the ratio 

(12.89) 

is an elliptic (doubly periodic) function, whose possible poles could come only 
from the zeros of fPv. But fPv has only one zero on the torus, as a consequence of 
Eq. (12.190), hence the ratio rv has at most one pole. By the standard theory of 
elliptic functions,8 this implies that the ratio rv is a constant, fixed by the residue 
condition (i) and hence rv = 1. Therefore, in the three sectors v = 2,3,4, the 
fennion propagator reads 

(Mz - wlr)azOI(OIT) 

Ov(Olr)OI (z - wlr) 
(v = 2,3,4) (12.90) 

The fennion propagator receives no contribution from the doubly periodic sector 
v = 1, because of the fermion zero-modes. Hence, the total propagator on the 
torus reads 

1 4 
(1/r(z)1/r(w» = r LZvfPv(z - w) 

Ismg v=2 
(12.91) 

The propagator of 'tii is simply the complex conjugate of that of 1/r. It is instructive 
to check that, sector by sector, the propagator (12.90) satisfies the differential 
equation (12.85) for h = 4 (cf. Ex. 12.13). 

8 An elliptic function must have the same number of zeros and poles, and if it is not a constant, this 
number is at least 2. See App. 12.A and particularly Sect. 12.A.I for a detailed proof of this statement. 
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From the expression (12.90), we derive the expectation value of the energy­
momentum tensor in each sector v = 2,3,4, by applying the definition (12.22) 

(T}v = -~(l~~[~(l/I(Z)awtfr(W)- Bzl/l(z)l/I(w») - (Z~W)2 ])v 

1 . I 
= - lIm [BzGv(z) - 2] 

2 z-+o z (12.92) 

= 
1 B;(Jv(Olr) 1 Bi(MOlr) 

"4 (MOlr) 12 BzlJ1 (Olt) 

By using the results of App. 1O.A, we can readily check Eq. (12.92) to be in 
agreement with Eq. (12.83). 

The torus correlators of an even number of energy operators follow directly 
from Wick's theorem, using the propagators (12.90). Only the sectors v = 2,3,4 
contribute. For the two-point function, this gives 

(e(z, z)e(O, O)}v = lS:>v(z)1 2 

(12.93) 

1 1 BztMOlr) 12 4 1 (Jv(Zlt)2 1 
= Zl5ing 91 (zit") ~ 277(r)9v(01t") 

We easily identify this equation as the sum of the moduli squared of the three con­
formal blocks of the energy two-point function on the torus, which read respectively 

e e a = 1 Bz91 (Olr) ( 93(zlr) 94(zlt") ) 

2J77(r) 91(zlr) J93(0Ir) + J9iOlr) 
u 

e e 

0 = 1 Bz91 (Olr) ( 93(zlt") 94(zlt") ) 

2J77(r) 91(zlr) J93(0Ir) J94(01t") 
(12.94) 

1 

e e 

0 1 Bz91 (Olr) 92(zlt") 
= 

J277( t") 91 (zlr) Jlh(Olr) 
e 

in agreement with the Ising fusion rules 

e x I = e 

ex e = I (12.95) 

exu = u 
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We note that the blocks (12.94) are normalized in such a way that the corresponding 
Ising characters (12.74) are recovered in the Z -+- 0 limit. We also note that the 
monodromy properties of these blocks along the homology cycles a and b of 
the torus agree with the general analysis of Sect. 10.8.3. More precisely, using 
the transformations of ratios of (} functions given in Eq. (12.188), we find that the 
monodromy is diagonal along the cycle a (i.e., the transformation Z -+- Z + 1 leaves 
the blocks unchanged up to a multiplicative phase factor), whereas the monodromy 
along the cycle b (z -+- Z + 1') exchanges the two first blocks in Eq. (12.94) and 
leaves the third one unchanged up to a multiplicative phase. The latter agrees 
with the interpretation of the circle as the time (cycle b) direction in the pictorial 
representation of the conformal blocks. Letting the variable Z circulate along this 
cycle indeed results in the exchange of the upper and lower intermediate states. 

The torus generalization ofEq. (12.21) for the 2n-point function in each sector 
v = 2,3,4, is 

(12.96) 

where the matrix of propagators is understood to have vanishing diagonal entries, 
and the total energy correlator is then 

1 4 
(e(ZI, zd ... e(Z2n, Z2n») = z:-:- L Zv(e(ZI, zd· .. e(Z2n, Z2n»)v (12.97) 

Ismg v=2 

As mentioned above, the one-point function of the energy on the torus receives a 
contribution only from the v = 1 doubly periodic sector. Actually, the computation 
of the correlator of an odd number of energy operators requires more work. This 
will be treated in the next section by means of bosonization techniques. 

12.5.2. Spin and Disorder-Field Correlators 

As pointed out previously, the spin correlations are more involved, due to the non­
locality of the spin operator with respect to the fermion operator (cf. Eq. (12.26». 
In this section, we use a trick, known as the energy-momentum-tensor technique, 
to compute directly the two-point function of the spin operator on the torus. It is 
some straightforward elliptic generalization of the plane calculation performed in 
Sect. 12.2.2. It is simpler to first compute the insertion of the energy-momentum 
tensor in the spin-spin correlator, and then deduce the spin-spin correlator by 
short-distance limits. 

The first step is the computation of the ratio of correlators 

G ( - - ) _ (1/I(z)1/I(W)a(ZI,ZI)a(Z2,Z2»)v 
v Z,W,ZI,ZI,Z2,Z2 - (-' _)-' _») 

U\ZI, Zl U\Z2, Z2 v 
(12.98) 

sector by sector, for v = 1 , 2, 3, 4. This function G v satisfies the following 
properties as a function of the complex variable z: 
(i) It is an analytic function, except for a single pole at Z = W with residue 1, and 

some inverse square root branch cuts at Z = Zl, Z2 (due to the OPE (12.26). 
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(ii) Under Z -+ Z + l,z + r, it transforms with the (anti-)periodic boundary con­
ditions pertaining to the sector v, and is antisymmetric under the exchange 
z~w. 

These properties fix the value of Gv. It is not too difficult to figure out how to 
modify the plane solution (12.30) in order to satisfy these conditions. We find the 
candidate 

8z0(0Ir) 

2 01(Z - wlr) 

x [9v(Z - w + (ZI2/2)lr) (01 (Z - ztlr)OI (w - Z2I r))! + (Z ~ W)] 
Ov(Z12/2Ir) 01 (Z - Z21r)OI (w - Zllr) 

(12.99) 
where Zl2 = ZI - Z2. The reader will easily check the properties (i)-(ii) using 
Apps. 1O.A and 12.A. We introduce the auxiliary function 

( ) Ov(z - i(zl + Z2)lr) 
o!v Z = I 

[01 (z - Zllr)91(z - z2lr)P 

and consider the normalized difference 

Gv-Hv 
O!v(z)O!v(w) 

(12.100) 

(12.101) 

This is an elliptic function of Z, with at most one pole, located at Z = w. By 
standard elliptic function theory, this must be a constant. Due to the requirement 
of anti symmetry under the exchange Z ~ w (property (ii», this constant must 
vanish. We have thus proven that Gv = H v. 

In a second step, we use the fermionic expression of the energy-momentum 
tensor (12.22) to derive 

(T(Z)a(ZI,ZI)a(Z2,Z2))v 1. [ _ _ 1] 
(a( -)a( )) = -2 hm 8ZG v(Z,W,ZI,Zt,Z2,Z2) + ( )2 ZI,ZI Z2,Z2 v Z-+w Z - w 

(12.102) 
The expansion of the l.h.s. of (12.102) around Z -+ Zl and the usual expression 
for the OPE of T(z) with the primary field a lead to 

(T(z)a(Zt, ZI)a(Z2, Z2))v 

(a(ZI,Zt)a(Z2,Z2))v 
= 

1 
+--8zl ln{a(Zt, ZI)a(Z2, Z2))v + reg. 

Z-Zt 

(12.103) 

Expanding the r.h.s. of (12.102) using the exact expression (12.99), we identify 
ha = k (we recover the planar case) and the Zl, Z2-dependence of the spin-spin 
correlator: 

(12.104) 
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where Cv is a proportionality constant (possibly a function of r), not fixed by the 
above limiting procedure. A similar argument yields the antiholomorphic part of 
the correlator. For v = 2,3,4, the normalization of the two-point function is fixed 
by the planar limit (12.23) when Z\ ~ Z2, which fixes 

(12.105) 

We end up with 

(12.106) 

This expression would lead naively to an infinite contribution of the v = 1 sector. 
However, in the full correlator, this should be weighed by Z\ = O. Indeed, the 
v = 1 sector must contribute, because the OPE (12.25) of two spin operators 
contains the energy operator, and the latter has a nonvanishing expectation value 
(Eq. (12.77». Therefore, the limit Z\ ~ Z2 of the total spin-spin correlator must 
lead to the energy expectation value (12.77), which receives contributions from 
the v = 1 sector only. To fix the contribution of the v = 1 sector to the spin-spin 
correlator, we first notice that the functions (uU)v(Z\2, Z\2) are not periodic under 
Z\ ~ Z\ + 1, Z\ +r (cf. Ex. 12.15). This is again a manifestation of the nonlocality 
of the spin operator with respect to the fermion. Letting Z\ ~ Z\ + l,z\ + r 
creates a "frustration line" winding around the torus, which reverses the sign of 
the boundary condition for the fermion. As a result, this exchanges the various 
sectors v. This involves the v = 1 sector as well and fixes its normalization (see 
Ex. 12.15 for details). We finally get the general answer for v = 1,2,3,4: 

(12.107) 

This function is indeed a solution of the differential equation (12.85), sector by 
sector (see Ex. 12.16 for a proof). Furthermore, in the v = 1 sector, it gives the 
precise normalization of the energy expectation value (12.77) (see Ex. 12.17). 

Finally the complete spin-spin correlator on the torus reads 

(12.108) 

We identify the four conformal blocks of the spin-spin correlator on the torus as 

u u o = 

1 
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u u 

D 
u 

u u 

D 
c 

u u 

0 
u 

(12.109) 

Again the blocks are nonnalized so as to recover the corresponding characters in 
the limit Z -+ 0 (an extra factor 11../2 is added in the two last blocks, each of which 
contributes to the spin character in this limit). The precise relative nonnalization 
of the tenns ..j1i{ in the two last blocks is fixed by the monodromy properties of the 
blocks, when z -+ z + 1 and z -+ z + t'. We recall that, from the general analysis 
of Sect. 10.8.3, we expect the monodromy to be diagonal around the cycle a (i.e., 
under z -+ z + I), and to exchange the upper and lower intennediate states around 
the cycle b (i.e., under z -+ z + t'). To compute the monodromy of the confonnal 
blocks of Eq. (12.109), we need the transfonnation properties of the e functions 
under shifts of z by half periods listed in Eq. (12.189). Under the monodromy 
transfonnation z -+ z + I, we have 

J e3 (zl2 I t') -+ Je4(zl21t') 

J e4(zl21t') -+ J e3(z/21t') 

Je2(zl21t') -+ iJ et (z/21 t') 

Jet (zl21 t') -+ Je2(zl21t') 

This transfonnation is diagonalized by taking the combinations 

Je3(z/21t') ± Je4(zl21t') 

Je2(zl21t') ± einl4 Jet (z/21t') 

(12.110) 

(12.111) 

which fix, up to a global nonnalization, the fonn of the four confonnal blocks in 
Eq. (12.109). With these combinations, the monodromy transformation z -+ z + t' 
is readily seen to exchange, up to global multiplicative phases, the first and second 
blocks in Eq. (12.109), as well as the third and the fourth. The above blocks agree 
with the conformal fusion rule a x a = 1I + E. 
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The two-point correlation function for the disorder operator on the torus is 
easily obtained from the function G v (12.98). From the OPE (cf. Eq. (12.68» 

_ ei:n14 JL(w, w) 
1/r(z)a(w, w) = - I +... (12.112) 

../i (z - W)2 

we see that the ratio of the disorder-disorder correlator to the spin-spin correlator 
can be extracted by taking the limitsz -+ z2andw -+ Zl inGv(Z,w,zl,zl,z2,z2)' 
The result is 

(JL(ZI, ZI )JL(Z2, Z2»v = ±Ev 
(a(ZI ,ZI)a(Z2, Z2»v 

(12.113) 

where Ev is the parity of the function ()v as a function of Z. namely EI = -1 and 
Ev = 1 for v = 2,3,4. The overall sign is fixed to be (+) by the OPE 

JL(ZI,ZI)JL(Z2,Z2) = 1 I - -211Z1 - z21~e(Z2.Z2) +... (12.114) 
IZI - z21' 

The OPE (12.114) is obtained from the spin-spin one (12.25) by the duality trans­
formation U ++- JL and e -+ -e. This leads to the total disorder-disorder correlator 
on the torus: 

« -) ( -» I az()1 (011') I ~ L~=I Evlllv(zl2lt')1 
JL ZI,ZI JL Z2,Z2 = 81 (zit') L~=218v(0It')1 (12.115) 

This function. however. has a new peculiarity: it is not doubly periodic on the torus. 
Actually. the transformations ZI -+ ZI + I, ZI + l' and ZI + 1 + l' generate three 
other correlators. As pointed out in Sect. 12.1. the disorder-disorder correlator can 
be viewed as the ratio of a "frustrated" Ising partition function to the Ising partition 
function. Indeed. the insertion of the disorder operators creates a frustration line 
joining ZI and Z2. In Eq. (12.115), this line is shrunk to a point when ZI -+ Z2. 

o 1 o 1 o 1 o 1 

(1) (2) (3) (4) 

Figure 12.2. The four possible frustration lines for the disorder-disorder correlator on 
the torus. In (1), the cycle is contractible. In (2). (3). and (4). we get, respectively, the 
noncontractible cycles a, b. and a + b. corresponding to the translations of z\ by 1. 1', and 
1 + •. respectively. 

However. after any of the above three translations. this line winds around the 
torus and can no longer be shrunk to a point. Actually. the three noncontractible 
frustration lines correspond respectively to the cycles a. b. and a + b of Fig. 12.2. 
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The resulting frustrated partition functions are therefore different. since the bound­
ary conditions are affected by the presence of the frustration line. More precisely. 
letting ZI ---+ Z2 after each translation. we get the three limits (labeled by an index 
a = 2,3,4): 

1 1 ~ (a)z 
---..,.-, ~€v v 
IZI - z214 ZIsing v=2 

(12.116) 

where €~a) = -1 if a = v and €~a) = 1 otherwise. The numerator in Eq. (12.116) 
is identified as the corresponding frustrated partition function. 

§12.6. Bosonization on the Torus 

Except for the correlation functions of an even number of energy operators, for 
which Wick's theorem can be applied directly, the techniques sketched so far 
are not powerful enough to yield the most general torus correlators. In this last 
section, we show how the bosonization techniques introduced in Sect. 12.3 go over 
to the torus. Given the relation between a theory made of two copies of the Ising 
model and a free bosonic field, the main question boils down to the calculation of 
correlations involving the bosonic field on a torus. 

12.6.1. The Two Bosonizations of the Ising Model: Partition 
Functions and Operators 

The Dirac field (12.35) is a linear combination oftwo real fermions 1/11,1/12 and their 
antiholomorphic counterparts. However, due to the precise relation (12.35), the two 
real fermions turn out to be coupled in a subtle way. The partition function of the 
free Dirac fermion on a torus receives contributions from various (anti-)periodicity 
sectors, again labeled v = 1,2,3,4. In each of these sectors, the partition function 
Z~irac is the determinant of the Laplace operator squared. It is thus expressed very 
simply in terms of the Ising partition functions Zv as 

Z~ ex: Z~ v = 1,2,3,4 (12.117) 

we note that. if v = 1, the zero-modes of the Dirac fermion cause ZPirac to vanish. 
The result (12.117) shows how the two underlying copies of the Ising model turn 
out to be coupled in this scheme: the two real fermions ""I and 1/12 must have the 
same boundary conditions on the torus. This phenomenon could not be observed on 
the plane, where the two fermions appeared totally decoupled. The total partition 
function ZOirac exhibits the central charge c = 1 in its small-q behavior: 

4 

ZOirac = 2 LZ~ ---+ (qq)-1124(1 + O(q,q)) (12.118) 

The prefactor 2 normalizes the leading term to 1 (the identity operator is 
nondegenerate in the corresponding conformal theory). 
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We now show that the partition function (12.118) is equivalent to that of a free 
boson compactified on a circle of radius R = 1 (cf. Sect. 1004.1). The partition 
function of the latter reads 

Z(R = 1) == Z(l) = _1_ L q(e+ml2)212q(e-mI2)2 /2 

111(r)12 e,m E Z 

We introduce the new summation variables 

r=e+ml2 s=e-ml2 (m even) 
1 

r + 2 = e + ml2 s - 112 = e - ml2 (m odd) 

(12.119) 

(12.120) 

The only constraint left on r and s is that they must have the same parity; hence 
we rewrite 

Z(1) 
1 

111(l)j2 ~ (12.121) 
y-s=O mod 2 

On the other hand, using the expressions Zv = IlMOI.)/211(r) 1 and the series 
expansions for the Jacobi theta function of App. to.A, we have 

-21--'11:"-'-.)-=-[' [I~q(" .. n~nl' + I~q"'nl' + Ip-l)"q"'nl'] 
= -=-:-21--:11::-::.)-=[' [I~q("+"')'nl' + 2 "Jf _, q",nqm,n] 
= Z(l) 

(12.122) 
by direct comparison with Eq. (12.121). 

This c = 1 conformal theory is somewhat different from the ordinary square 
of the Ising model, with partition function 

(12.123) 

since in this case the two real fermions are completely decoupled. The decoupling 
leads to 16 possible boundary conditions (among which only 9 contribute to the 
torus partition function) instead of 4 for the Dirac case (among which only 3 con­
tribute to the torus partition function). The partition function (12.123) is actually 
the Z2 orbifold partition function of the free boson compactified on a circle of 
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radius R = 1 introduced in Sect. 10.4.3. Indeed, from the expression (10.84), 

(12.124) 

= Z~Sing 
where we usedZ(1) = 2(Z~ +Zi +zD. In the following, we will use the notation 

Zv = 4 n Z'" 
ve{2.3.4} 

v#v 

for the partition function of the twisted v == (v, u) sector of the boson. 

(12.125) 

Therefore, we have at our disposal two different ways of bosonizing the Ising 
model, which, of course, must lead to the same correlators. The operator cor­
respondence with the Ising observables within the two bosonization schemes is 
summarized in Table 12.1. The main difference between the two schemes is that 
for the Dirac bosonization, the correlators will be obtained in the form of squares 
sector by sector (v = 1,2,3,4), whereas for the Ising squared they will appear as 
a whole, and squared. 

Table 12.1. Ising model observables in the two bosonization 
schemes. 

Dirac: Operator Ising 1 and 2 boson atR = 1 

energy 81 x 82 (Vq;/2)2 

spin 0"1 x 0"2 cosq;/2 
disorder ILl x IL2 sinq;/2 

Ising2: Operator Ising 1 and 2 orb. boson at R = 1 

tot. energy 81 +82 cosq; 

energy 81 x 82 (Vq;/2)2 

spin 0"1 x 0"2 cosq;/2 
disorder ILl x IL2 sinq;/2 

12.6.2. Compactified Boson Correlations on the Plane and 
on the Torus 

Before applying the bosonization scheme, we must first explain how to compute 
correlators in a c = 1 bosonic theory on the torus. In this subsection, we derive 
the torus two-point functions of electromagnetic operators for the bosonic theory 
compactified on a circle of radius R, as well as for the Z2 orbifold of this theory. 
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We start from the free boson compactified on a circle of radius R, with torus 
partition function (10.62) 

1 -
Z(R) = -- Lqhe.mqhe.m (12.126) 

11/(r)12 e,m 

which exhibits the "electromagnetic" operator content, namely an infinite col­
lection of operators Oe,m, e, m arbitrary relative integers, with conformal 
dimensions 

1 2 
he,m = '2 (elR + mR/2) 

- 1 2 
he,m = '2(e/R - mRl2) (12.127) 

In Sect. 10.4.1, we have identified the integers e, m as the electric and magnetic 
charges in the following sense. Returning to the plane for a while, we see that the 
purely electric operator of charge e E Z is identified as 

(12.128) 

This is indeed a single-valued function on the range ({J E lR/21l'Z for any integer e. 
On the other hand, the purely magnetic operator OO,m(Z, z) creates a semi-infinite 
line of defect starting at the point Z, along which the bosonic field ({J has a jump 
discontinuity of 21l'Rm. The general operator Oe,m is a combination of these two 
basic operators. From this definition, we get very simple fusion rules, namely the 
charges are additive under the short-distance product 

Oe,m X Oe',m' --+- Oe+e',m+m' (12.129) 

The conformal dimensions (12.127) can be read off the two-point function on the 
plane 

(Oe,m(ZJ,Zt)O-e,-m(Z2,Z2») = 
z~e.mz~e.m 

1 
(12.130) 

In this correlator, the magnetic charges create a discontinuity of 2rrm along a 
segment joining ZI to Z2. Electric and magnetic neutrality force the total charges 
to be zero. 

We now prove Eq. (12.130). The correlator (12.130) has the following path­
integral expression 

f d({Je-S(tp) Oe,m(ZI,Zt)O-e,-m(Z2,Z2) 

with the usual free bosonic action 

S«({J) = (l/81l') f (V({J)2~X 
(12.131) 

(12.132) 

If m = 0 (Eq. (12.131», we get the usual two-point function of vertex operators 

(12.133) 

The difficulty arises when m =1= 0, as the boson ({J is no longer free but constrained 
because it must have a discontinuity of 21l'mR along the segment joining Z I to Z2. 
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To incorporate this constraint in the path-integral calculation, we first decompose 
the bosonic field int09 

(12.134) 

The classical part lP~ has a vanishing Laplacian (we take it to be the imaginary 
part of an holomorphic function), and it incorporates the discontinuity condition. 
This classical solution of the equation of motion reads 

lP~(Z, z) = mR 1m In (Z - Zt ) 
Z -Z2 

(12.135) 

It has a branch cut joining Zt to Z2, across which it satisfies the desired discontinuity 
property. iP is the "free part" of the boson (i.e., since the field lP~ incorporates all 
the boundary conditions, iP is periodic), with propagator 

(iP(Z, z)iP(O, 0» = -lnlzl2 

We have the following decomposition of the action 

S(lP) = S(lP~) + S(iP) - (1I4Jr) f iPl1lP~ 
= S(lP~) + S(iP) 

(12.136) 

(12.137) 

due to the vanishing of the Laplacian of lP~. It is then straightforward to reproduce 
Eq. (12.130). 

For the purpose of this chapter, we will need to compute only correlations 
of purely electric operators of electric charges 1 and 2, at radius R = 1 (see Ta­
ble 12.1), and correlations including square gradient terms (V lP/2)2 . It is, however, 
instructive to compute the generalization of Eq. (12.130) on the torus. It can be 
expressed as 

(Oe,m(Zt,Zt)O-e,-m(Z2,Z2» 

= Z(~) L Zn.n' (Oe,m(Zt ,Zt)O-e,-m(Z2,Z2»n,n' 
n,n' 

(12.138) 

expressed as a sum over the periodicity sectors (n, n') of the compactified boson 

(n, n') : lP(z + 1) = lP(Z) + 21fRn lP(z + 1') = lP(Z) + 21fRn' (12.139) 

The partition functions Zn,n' were obtained in Sect. 10.4.1. To compute the 
corresponding path integral in the sector (n, n'), we again decompose lP into 

(12.140) 

9 Here we use the same method as in Sect. 10.4.1, where we have incorporated the two winding 
conditions (m, m') in a classical solution to the equations of motion (10.53), leaving us with a path 
integral over the free part of the boson. 
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The q;c1's are the classical solutions of the Laplace equation 8({Jcl = 0 on the torus, 
which incorporate respectively the (n, n') boundary conditions, and the defect line 
condition m: 

q;~1 n'(Z' Z) 21'(R 1m (Z n' - ni) 
1m r 

[ 01 (z - zIIr) 21'( ] 
q;~(z,z) = mR 1m In ( ) - --zRe Zl2 

01 Z - z21 r 1m r 

(12.141) 

cp is the doubly periodic free part of the boson, with propagator 

{-( -)-(0 O)} = -In 1 (Mzlr) e-JT(J::,'t 12 
q; Z, Z ({J , azOI (Olr) (12.142) 

== In 1£(zlr)12 

This last expression is the doubly periodic elementary solution of the Laplacian 
on the torus, often called the prime form, namely 

where 

-8{cp(Z,Z)CP(0,0)} = 21'(8(2)(z) _ 41'( 
1m r 

8(2)(Z) = L 8(z - n - n'r) 
n,n' E Z 

(12.143) 

(12.144) 

is the doubly periodic delta function on the torus, and the subtraction takes care 
of the zero modes of the Laplacian on the torus. This is just a more physical 
reformulation of the computation carried out in Sect. 10.4.1. We now compute the 
path integral (12.131) on the torus, with the total action 

(12.145) 

We obtain 

{Oe,m(ZI, ZI)O-e,-m(Z2, Z2)kn' = {Oe,m(ZI, ZI)O-e,-m(Z2, Z2)}O,O 

[2 ' 1m (zdn' - ni» R Re(zdn' - nr»] 
x exp me +1'(m 

1m r 1m r 

(12.146) 

and the (0,0) sector contribution reads 

x exp [R2~: r (e 1m Zl2 - im ~2 Re Z12)2 ] 

(12.147) 

where by "c.c." we mean the corresponding antiholomorphic counterpart, with 
barred quantities. Applying the Poisson resummation formula (10.264) of 
App. 10.A in the final result, we can trade the sum over the winding numbers n' 
for a sum over electric charges e' (we also rename the winding numbers n ~ m'). 
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This enables us to write the final result for the correlator (12.138) in a symmetric 
form 

(12.148) 

where 

1 
CXem = ",(eIR + Rm/2) 

, '" 2 

I aem = ",(eIR -Rml2) 
, ",2 

(12.149) 

The formula (12.148) can be generalized to any number of electromagnetic oper­
ators. We leave its detailed derivation as an exercise to the courageous reader. The 
result reads 

(12.150) 

with the obvious notations Ok == Oebmk and CXk == cxek,mk and the condition of 
global electric and magnetic neutrality 

n n 

I::ek = Lmk = 0 (12.151) 
k=1 k=1 

Since the square of the Ising theory is described by a Z2 orbifold theory at 
c = 1, we must also explain how to calculate correlators in the twisted sectors 
v = 2,3,4. More precisely, the total orbifold correlator decomposes into 

Zorb(R) {Oe,m (Zl ,ZI)O-e,-m(Z2, Z2)}orb 

= ~[Z(R){Oe,m(ZI,ZI)O-e,-m(Z2,Z2)} 
(12.152) 

+ ~Z\l{Oe,m(ZI'ZI)O-e,-m(Z2'Z2)}\I] 
The three sectors v = 2,3, 4 correspond to (anti-)periodic boundary conditions on 
the boson, namely 

1 
v = 2 ,(v,u) = (0, 2): q;(z + 1) = -q;(z) 

1 1 
v = 3, (v,u) = (2' 2): q;(z + 1) = -q;(z) 

1 
v=4,(v,u)=(-,0): q;(z+1) = q;(z) 

2 

q;(z + r) = q;(z) 

q;(z + r) = -q;(z) (12.153) 

q;(z + r) = -cp(z) 
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The corresponding partition functions (12.125) read 

Zv = 4 n Z", = 41 l1(r) 1 
lIe{2.3A} lMOlr) 

(12.154) 

v'¥-v 

In order to compute the correlator of two electromagnetic operators in the sector v, 
we must perform the corresponding path integral, with twisted boundary conditions 
on ({J. As usual, we decompose ({J into 

cl -({J = ({Jm.v +({Jv (12.155) 

where the classical part is a solution of the Laplace equation on the torus, with the 
(anti-)periodicity conditions pertaining to the sector v, that is 

and the free part of the boson in the sector v = (v, u) has the propagator 

_ _ _ 1 £(z/2Irl2) 12 
{({J(Z, Z)({J(O, O»v = -In £(z/2 + v + urlrl2) 

The prime form £(zlr) is defined in Eq. (12.142). We thus finally get 

{Oe.m(ZI, ZI )O-e.-m(Z2, Z2»v 

= (lMZd2Ir/2)az81(0Ir»)'2he.m x c.c. 
28v (0Irl2)81 (ZI2/2Ir) 

This has a straightforward generalization to the n-point correlator 

{OI(ZI,ZI)···On(Zn,Zn»v 

n (8v(Zi;l2 Ir/2)az81 (Olr»)2ai lXi 

I . . 28v(0Ir/2)£iI(Zi,.J2l r ) x C.C. 
:9</"5n 

(12.156) 

(12.157) 

(12.158) 

(12.159) 

with the same notations as in Eq. (12.150) and under the condition (12.151). 

12.6.3. Ising Correlators from the Bosonization of the Dirac 
Fermion 

In principle, the correspondence between operators in the Ising models and in the 
bosonized Dirac fermion theory (Table 12.1) enables us to compute, sector by 
sector, the square of any Ising correlator. The only problem is to relate a given 
sector v for the fermion to some particular subset of the boson winding modes. 
But this can be done easily by examining the partition function (12.118), sector 
by sector. We have 

Zv = 18v(0Ir)1 = 1_1_ L !(n+v+!)2e2iJr(n+v+!)(u+!)1 
211(r) 21J(r) zq ne 

(12.160) 
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for all v == (v, u). This readily specifies the set of winding sectors of the boson 
that reproduces the sector v for the Dirac fennion and builds the corresponding 
piece of the boson partition function: 

(12.161) 

with 
4 4 

LZeos 2 LZ~ = Z(1) (12.162) 
v=2 v=2 

Z( 1) is the compactified boson partition function at radius R = 1. In particular, a 
total correlator of observables in the bosonic theory can be expressed as the sum 
over the four sectors v = 1, 2, 3, 4 of the squares of the corresponding Ising model 
correlators (through Table 12.1) as 

Z(l){·· .) (12.163) 

Instead of computing the total correlator in the bosonic theory, it is desirable to 
get it sector by sector. This is done by the so-called chiral bosonization procedure. 
Before we proceed any further, we should recall the duality R ~ 21R of the 
bosonic theory on a circle of radius R, under which electric and magnetic charges 
are exchanged. Since this leaves the partition function invariant, we have 

Z(l) = Z(2) (12.164) 

To represent the Ising correlation functions, according to Table 12.1, we will need 
only the electric operators 

(12.165) 

Comparing Eq. (12.165) with Eq. (12.128), these operators correspond to electric 
charges of ± 1 and ±2, respectively, provided we work in the framework of the 
R = 2 theory. For this reason, we shall use the R = 2 bosonic theory in the 
following discussion. 10 

Guided by the expression (12.160), we get a set of rules for computing the 
bosonic correlator in each sector v. We start from the bosonization formula 
(12.37). To compute any correlator in the sector v == (v, u), we expand the chiral 
(holomorphic) component q,(z) of the boson qJ(z, z) = q,(z) - ~(Z) into 

q,(z) = 2:rrzP + ~(Z) (12.166) 

The operator P has eigenvalues n + v + 4, nEZ, and ~ is the "free part" of the 
boson, with propagator 

(~(Z)~(O» = -In (Jt(zl-r) 
aih (Ol-r) 

(12.167) 

10 If we insisted on using the R = I theory, these operators would be represented as purely magnetic 
operators of respective magnetic charges ± I and ±2. 
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which approaches the plane expression (12.38) when Z ~ O. We must weigh each 
eigenvalue n + v + 4 by the factor 

1 !(n+v+!)2 2in:{n+v+!){u+!) __ q2 2 e 2 2 

21J( r) 
(12.168) 

The operation is repeated for the antiholomorphic part of the boson (p, and the 
total answer is the product of the two. This set of rules enables us to compute 
the bosonic correlators in each sector v. They have been defined in order to be 
compatible with the result of the direct calculation of the total correlators (12.163), 
using Sect. 12.6.2. 

For instance, for the purely electric correlator with e) + ... + en = 0, R = 2, 
we find 

Zbos(O ( -) 0 ( -) [1 "" !(n+v+!)2 v e"O Z),Z) ... e",O Zn,Zn )v = 21J(r) ~q2 2 

(12.169) 

We have decomposed the contributions according to the above rules into the weigh­
ing factor (12.168), the contribution of the P operator, and the free part of the cor­
relator obtained by using Wick's theorem with the propagator (12.167). By xc.c., 
we mean the product by the corresponding antiholomorphic part with <P ---* 4>. The 
result (12.169) agrees with the total correlator (12.150) for mi = 0 and R = 2. 
We note in particular that when n = 2 and e) = -e2 = e, Eq. (12.169) takes the 
simple form 

Z~S(Oe,O(Z), z) )O-e,o(Z2, Z2»v 

[ 1 (az(J) (0Ir»)e2/4] 
= -( )(Jv(ez12/2 Ir) () x C.c. 

21J r (J) Zl2lr 

(12.170) 

As a first application of the above rules, we rederive the expression (12.107) 
for the spin-spin correlator in the sector v. In the bosonized version, it reads 

[Zv(a{Z),Z)a{Z2,Z2»v]2 = 2Z~(cos i(Z),Z)cos i(Z2,Z2»V 

= Z~S(O).o(z),Z)O-),O(Z2,Z2»v (12.171) 

I 1 12 1 azo) (Olr) I! 
= 21J( r) (Jv(Z)2/2 Ir) (JI (zI2Ir) 

where the first equality is simply Eq. (12.59), valid in each sector v with NI = 2. 
The second equality uses Eq. (12.161) and the definition of the purely electric 
operators (12.128). The last equality is a direct application of Eq. (12.170) for 
e = 1. This result agrees with the previous expression (12.107), due to the identity 

1J(r) = [az(J~~'r)r/3 (12.172) 
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We are now in position to compute more general correlation functions. The 
square of the correlator of an arbitrary even number of spin operators reads, for 
v=I,2,3,4, 

[Z,,{u(Zt, ZI)· .. u(Z2n, Z2n»),,]2 

= 2n Z~{cos ~(ZI' ZI)· .. cos ~(Z2n' Z2n»)" 

I I 9 ( ··1 ) Ifif/2 
= 11/(r)12 L_ 19,,«EiEiZi)/2lr)12 n azI9~~~) 

E"l,· .. ,E"2,,-±1 l<1 

(12.173) 

I:ifi=O 

Similarly, the square of the correlator of an even number of energy operators is 
easily obtained by direct application of the chiral bosonization rules and of Wick's 
theorem: 

[Z,,{e(ZI, ZI)· .. e(Z2n, Z2n»,,]2 

= Z~{(Vrp(ZI' ZI)/2)2 ... (Vrp(Z2n, Z2n)l2)2 
(12.174) 

I n a:n-2k9,,(Olr) n 12 
= t; 21/(r) u~, JJ [s;J(Zu(2i-I) - Zu(2i» + 21/t1 

The last sum extends over the permutation group S2n of the 2n indices. The identity 
between this result and the previous expression (12.96) follows from the torus 
version of the Cauchy determinant formula (see Ex. 12.19 for a detailed proof). 
The advantage of the chiral bosonization approach is that it gives the correlator of 
an odd number of energy operators as well. The latter receives contributions from 
the v = 1 sector only and reads 

[ZI (e(ZI, ZI) ... e(Z2n+I, Z2n+I») 1]2 
-Z~{(Vrp(Zt'ZI)/2)2 ... (Vrp(Z2n+I,Z2n+d/2)2 

1 
n ~-2k+t9,,(Olr) n 12 

= L 21/(r) L D[s;J(zU(2i-I) - Zu(2i» + 21/t1 
k=O ueS2n+1 l=t 

so that the total energy correlator reads 

(e(Zt, Zt) ... e(Z2n+I, Z2n+t» 

(12.175) 

1 1 n a;n-2k+1 (MOl r) n 1 
= ~ L 2 (r) L n[s;J(Zu(2i-O - Zu(2i» + 21/t1 

Ismg k=O 1/ ueS2n+1 i=t 

(12.176) 
More generally, the square of the mixed spin and energy correlator reads 

[Z,,{u(l) .. ·u(2n)e(2n + 1) ... e(2n + p»,,]2 

= 2n( -1)pZ~( cos ~(1) ... cos ~(2n) (12.177) 

x (Vrp(2n + 1)/2)2 ... (Vrp(2n + p)/2)2t 
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and it is readily evaluated using the chiral bosonization prescriptions. 

12.6.4. Ising Correlators from the Bosonization of Two Real 
Fermions 

In this section, we use the direct bosonization scheme for the product of two 
decoupled Ising models. As already shown in Sect. 12.6.1, this is precisely the 
c = 1 orbifold model of a boson compactified on a circle of radius R = 1, 
quotiented by the extra ~ symmetry rp -+ -rp. As in the previous section, we 
shall work within the dual theory at radius R = 2, for which Zorb(2) = Zorb(1). 
A first quantity of interest is the total energy operator which is, according to 
Table 12.1, Stot = S, + S2 = cosrp. Using the bosonic correlators (12.148) in 
the untwisted sector and (12.158) in the twisted ones for v = 2,3,4, and setting 
e = I, m = 0, R = 2, we obtain the respective contributions to the total two-point 
correlator of total energy: 

Zorb(2) (Stot(z, , z\ )Stot(Z2, Z2)}orb 

1 [ 4 _ ] 
= 2 Z(2)(Stot(z"z,)Stot(Z2,Z2)} + ~Zv(Stot(Z\,Z')Stot(Z2'Z2)}V 

(12.178) 
The contributing parts are 

Z(2)(Stot(Z" z\)Stot(Z2, Z2)} 

2Z(2) (cos rp(z" z\) cos rp(Z2, Z2)} 

1 1 ozO, (01.) 12 ~ 2 
= 4111(.)12 O,(z12I.) ~ IOv(z12I.)1 

(12.179) 

and 

Zv(Stot(Z', Z, )Stot(Z2, Z2)}v 

= Zv[ 1 Ov(z\2121./2)ozO\ (01.) 12 + 1 Ov(OI.)O\(Z12 I.) 12 ] 
Ov(OI.)O\ (z\21.) Ov(Z12/21.I2)oz8\ (01.) 

(12.180) 

In the twisted sector, we have included both contributions exp -4(qxp} v and 
exp4(rprp}v since neither of the two is periodic by itself, whereas the result must 
be periodic. This amounts to including electrically nonneutral contributions to the 
correlator, which are now allowed as we work in a twisted sector (with antiperiodic 
boundary conditions on the field rp, which do not affect Stot ex: cos rp). 

We can check that this agrees with the interpretation of S as the total energy 
operator, namely, that 

Zorb(2)(stot(z" Z, )Stot(Z2, Z2)}orb 
(12.181) 
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The untwisted sector contribution of Eq. (12.180) is easily identified as 

Z(2) (etot(ZI , ZI )etot(Z2, Z2») 
4 

= 2 LZ~(e(ZI'ZI)e(Z2'Z2»)V + 2[ZI (e)I]2 
v=2 

On the other hand, we can show that the twisted sectors contribute for 

(12.182) 

(12.183) 

This is easily checked by means of the doubling identities of App. 12.A. For 
instance, in the sector v = 4, by substituting the values of l;h(zlr) and t93(zlr) in 
terms of theta functions evaluated at z12, r (cf. Eq. (12.191», we can rewrite 

(e(l)e(2)h + (e(l)e(2)h 

= 1 ozt91 (Olr) 12 [I t92(Z12lr) 12 + 1 t93(ZI2Ir) 12 ] 
t91 (Z12lr) t92(0Ir) t93(0Ir) 

= 21T2 1t94(0Ir)12 

Ilh(0Ir)t93(0Ir)j2 

(12.184) 

Ilh(ZI2/2Ir)t93(ZI2/2Ir)14 + 1t91 (Z1212lr)t94(z}2i2Ir)1 4 
x 

1t9I(ZI2Ir)12 

By using the expressions of the theta functions of period r in terms of those of half 
period rl2 (Eq. (12.192», we get the desired result (12.183) for v = 4. The other 
sectors are obtained by modular transformations of the variable r: r ~ r + 1 gives 
the v = 3 contribution, whereas r ~ -lIr gives the v = 2 one, up to an overall 
factor Ir12. This completes the general proof of Eq. (12.183). Together with the 
untwisted sector correspondence (12.182), this entails the compatibility (12.181) 
between the direct computation of one- and two-point functions of the Ising energy 
operator (12.77)-(12.93) and the c = 1 orbifold bosonization result. 

The comparison of the expressions obtained from the two bosonization methods 
leads to very interesting and nontrivial identities between theta functions. Clearly, 
higher correlators become more and more involved, although in principle the re­
sults (12.150) and (12.159) can be used directly to write the most general Ising 
correlators, through the correspondence of Table 12.1. However the analysis of the 
resulting identities goes beyond the scope of this work. 



§ 12.A. Elliptic and Theta Function Identities 477 

Appendix 12.A. Elliptic and Theta Function Identities 

I2.A.I. Generalities on Elliptic Functions 

A meromorphicll function ttzlr) of Z is said to be elliptic if it is doubly periodic 
on the torus, namely 

(z + 111') = (zlr) (z + 1'11') = (zlr) (12.185) 

The finite zero and pole structure of such a function on the torus is infinitely 
duplicated, by periodicity, in the whole complex plane. However, the Cauchy 
residue theorem holds, namely 

i dz (zlr) = 2i1f L Resj(f) 
C j 

(12.186) 

where the sum extends over all the residues of the poles encompassed by the closed 
(counterclockwise) contour C. What makes the use of this theorem particularly 
interesting on the torus is the possibility of nontrivial closed contours C. 

For instance, take C to be the closed boundary of the torus, made of the segments 
[0,1], [1, 1 + 1'], [1 + 1',1'] and [1', 1]. Computing the above integral (12.186), we 
find 

i dz(zlr) = [{ +1 +1 + ( ]dzttzlr) 
1[0,1] [1,l+r] [1+r,r] l[r,l] 

=0 (12.187) 

= 2i1f L ReSj(f) 

The second equality follows by grouping the first and third integrals and the second 
and fourth respectively: by periodicity, the value of the function is the same along 
any two opposed edges of C; but since the direction of circulation is opposite, the 
contributions cancel each other. This leads to a first theorem on elliptic functions: 
The sum of residues of the poles of an elliptic function on the torus vanishes. 

We now relate the numbers of zeros and poles of (. By applying the above result 
(12.187) to the elliptic function oJ/(, we find 

J dz oz/tZlr) = 0 rc ttZlr) 

The pole structure of oJ/( is entirely determined by the zeros and poles of (. More 
precisely, near a zero Zo of (, with order n, we have 

oz/tZlr) n 
ttZlr) = Z - Zo + reg. 

II A meromorphic function is a function whose sole singularities in the complex plane are poles. 
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Near a pole ZI of order m, we have 

m 
= ---+reg. 

Z -ZI 

Hence, applying the Cauchy formula (12.186), we find the second theorem on 
elliptic functions: 
An elliptic function has same number of zeros and poles, counted with their 
multiplicities. 

Combining the two above theorems, we see that a nonconstant elliptic function 
must have at least two poles. Indeed, if it has no pole, it is an analytic function, 
which is bounded on the compact fundamental domain of the torus. By periodicity, 
it is bounded on the whole complex plane; it is therefore a constant by Liouville's 
theorem. An elliptic function cannot have a single pole, because the first theorem 
implies that its residue vanishes. So we get the third theorem: 
An elliptic function with at most one pole must be a constant. 

12.A.2. Periodicity and Zeros of the Jacobi Theta Functions 

The Jacobi theta functions (Mzl't) have been defined in App. IO.A. Here we list 
a number of their properties, as functions of the complex variable Z, which are 
useful when dealing with torus correlation functions. 

The periodicity relations (10.255) induce the following behavior of the ratios 
rv(zlr) = Ov(zlr)/O I (zlr) under translations of z by 1 and r 

r2(Z + llr) = r2(zlr) r2(Z + rlr) = -r2(zlr) 

r3(Z + llr) = -r3(zlr) 

r4(Z + llr) = -r4(zlr) 

r3(Z + rlr) 

r4(Z + rlr) 

(12.188) 

The 0 functions also have simple transformations under translations of half periods 
(see Eq. (10.254». These transformations read 

1 
OI(Z + ilr) = 02(zlr) 01 (z + r/2lr) = ie-irrzq-1/8 (h(zlr) 

1 
02(Z + r12lr) = e-irrzq-"803(zlr) 02(Z + ilr) = -Ol(zlr) 

1 
(12.189) 

03(Z+ ilr) = 04(zlr) 03(Z + r/2lr) = e-irrZq-1I802(zlr) 

1 
04(Z + ilr) = 03(zlr) 04(Z + r12lr) = ie-irrzq-1I8 01 (zlr) 

The expression of 0, (zlr) as an infinite product (10.253) shows explicitly that 
its zeros are all simple and lie on the lattice m + nr, for m, n arbitrary relative 
integers. Hence, when restricted to the torus, the function 0, (zlr) has only one 
single zero at Z = O. Together with the half-period translation identities (12.189), 
this shows immediately that the other Ov(zlr) have one single zero on the torus 
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lying, respectively, at 

1 
(h Z = -

2 

(h z = 
1 
"2(1 +-r) (12.190) 

94 Z = 
1 
--r 
2 

12.A.3. Doubling Identities 

The direct application of the theorems of Sect. 12.A.1Ieads to a number of identities 
between Jacobi theta functions. Of particular interest are the so-called doubling 
identities. Their proof is left as an exercise to the reader. It goes generically as 
follows: we first identify the zero and pole structure of the two expressions we 
want to equate. It is usually a straightforward calculation to get the exact residues 
and check that they coincide for the two expressions. In a second step, we study the 
periodicity of the functions, to finally conclude that the ratio of the two is elliptic 
and has no pole, hence it is a constant, fixed to be 1 by the residue identity. In this 
way, we get the following doubling identities: 

and 

92(zl-r) [92(z/21-r)93(zl21-r)]2 - [91(zl21-r)94(zl21-r)]2 
= 

92(01-r) [(h(01-r)93(01-r)]2 

9J(zl-r) [(h(z/21-r)93(zl2Il)]2 + [91(zl21-r)94(zl21-r)]2 
= 

93(01-r) [92(01-r)93(01-r)]2 

= 

= 

[93(zl21-r)94(zl21-r)]2 - [91 (zl21-r)(h(zl21-r)]2 

[93(01-r)94(01-r)]2 

[93(zl21-r)94(zl21-r)]2 + [91 (zl21-r)(h(zl21-r)]2 

[93(01-r)94(01-r)]2 

I 

92(zl21-r)93(z/21-r) = (92(01-r~3(01-r») '2 (h(zl21-r12) 

I 

91(zl21-r)94(z12I-r) = (92(01-r~3(01-r»)"2 91 (zl21-r12) 

(12.191) 

(12.192) 

The latter can also be derived directly by using the infinite product expressions 
(10.253) of App. 10.A. 

Exercises 

12.1 The correspondence between the quantum Ising spin chain and the XZ spin chain 
The transfer matrix of the two-dimensional Ising model is related to the one-dimensional 
quantum Ising spin-chain Hamiltonian in a transverse magnetic field. (Through Eq. (3.114), 
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the logarithm of the two-dimensional Ising transfer matrix is actually proportional to the 
Ising spin chain Hamiltonian in a scaling region around Te .) The latter model is defined 
as follows. On each site i = 1, ... , N of a finite one-dimensional lattice, we consider a 
two-component spin-~ variable Sf, a = x, z, where 

sx = (0 1) 
I 1 0 Sf = (~ ~1) 

The Ising quantum spin-chain Hamiltonian reads 

N 

H lsing = LKSfSf+1 + )lSf 
i=1 

(SN+I == 0). The aim of this exercise is to prove the equivalence of this model with theXZ 
spin chain, defined with the same spin variables by the Hamiltonian 

N 

Hxz = LKxSfSf+1 + KzSfSf+1 
i=1 

In order to prove the equivalence, we define new spin variables 1j, a = x, Z, as 

Tt = SjSj+p j = 1,2, ... ,N - 1, 

and 
; 

Tl = OSk 
k=1 

a) Show that these new variables have the same commutation relations as the S's. 

b) Reexpress the Hamiltonian Hxz in terms of these new variables. Show that, up to 
unimportant boundary terms, it reads 

N 

H'xz = LKxTl-ITl-H + KzS; 
;=1 

c) Show that the Hamiltonian H'xz obtained above splits into the sum of two noninteracting 
Hamiltonians of the form HIsing for the sets of spin variables ~ and ~_I' respectively. 

12.2 Jordan-Wigner transformation in the Heisenberg model 
The Heisenberg XY model is a one-dimensional quantum two-component spin chain. More 
precisely, on each site i = 1, ... ,N of a finite one-dimensional lattice, we consider a two­
component spin ~ variable Sf, a = x, y, represented by Pauli matrices as: 

S~ = ! (0 1) 
I 2 1 0 

s>: = ! (0 -Oi) 
I 2 i 

The XY model Hamiltonian contains only nearest-neighbor interactions. It reads 

N-I 

H = L(I + )I)SfSf+1 + (1- )I)StSf+1 

where )I is a real parameter. 

a) Show that 

i=1 

{a;,al} = 1, (aj)2 = (al)2 0 

[a:,a;1 = [a:,al] = [ai,aj] = 0 i =I j 
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Thea's and a t 's have both fermionic (anti-commuting) and bosonic (commuting) characters. 

b) The lordan-Wigner transformation consists in rewriting the Hamiltonian H in terms of 
new variables Cj' cJ, defined as 

(This is a nonlocal transformation; these fermionic operators go over to a free-fermion field 
in the continuum limit.) Show that 

CjCJ = ajaJ 

c) Show further that Cj and cJ are true fermionic operators, namely that 

d) Show that 

e) Deduce that 

1 N-' 
H = 2" ~)cic;+, + ycici+, + h.c.) 

;=, 

The Hamiltonian is therefore expressed, through the Jordan-Wigner transformation, as a 
bilinear form of the fermion operators c;, c;. This transformation is instrumental in the 
diagonalization of H. 

12.3 Write explicitly the high-temperature expansion of the Ising model up to degree 8 in 
tanh K. Show that the corresponding infinite series expansion of the partition function is an 
even function of K. 

12.4 We consider the correlation function of two Ising spins (a(r,)a(r2» (12.9) on the 
lattice, obtained by changing K -+ K + irr/2 for each bond of a path joining r, to r2. Show 
that the resl,llt is independent, up to a sign, of the choice of path joining r, to r2. 
Hint: A path of length n contributes for in u(r, )u(r2), e = -1. Any two paths have lengths 
differing by a multiple of 2. 

12.5 Prove that the correlation function (/-L(r,)/-L(r2» of disorder operators is actually 
independent of the choice of path from r, to r2 along which the couplings K are reversed. 
Hint: Consider two paths from r, to r2; the corresponding correlations are exchanged by 
reversing the sign of all spins along both paths, but this operation leaves the result invariant. 

12.6 Derive the Ward identity for the insertion of the energy-momentum tensor in a 
correlator of 2n energy operators. 

12.7 [sing energy and spin four-point correlation functions on the plane and conformal 
blocks 

a) Write the four-point energy correlator on the plane (12.21) in terms of the cross-ratio 
Z = Z '2Z3JZ 13Z24 of the four points. Deduce the form of the corresponding unique conformal 
block. Compare this result with that of Ex. 8.12. 
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Result: 

1 
(e(l)e(2)e(3)e(4» = Iz(l _ Z)12IH(Z)12 

with the confonnal block H(z) = 1 - z + Z2, corresponding to the fusion rule e x e ~ [. 

b) Write the four-point spin correlator on the plane (12.63) in terms of the cross-ratio z. 
Deduce the fonn of the corresponding two conformal blocks. Compare this result with that 
of Ex. 8.12. 
Result: 

with the conformal blocks 

12.8 Write a differential equation for the correlator (l/Il/I(ju), expressing the presence of 
a singular vector of level 2 in the Verma module V2,l of l/I. Check that the function G of 
Eq. (12.30) is indeed a solution of this equation. 

12.9 Express the l.h.s. of Eq. (12.51) as a sum of products of energy correlators of one Ising 
model only. Using the expression (12.19), derive the most singular contribution of this sum 
when all arguments approach each other. Compute the free-field correlator on the r.h.s. of 
Eq. (12.51). Compare the two sides of the equation to deduce the value of the normalization 
factor Mn = 2n- l . 

12.10 Along the lines of Ex. 12.9, check that the normalization factor Pn ofEq. (12.55) is 
(_I)n. 

12.11 Ward identity for the plane 2n-spin correlator 

a) Express the Ising energy-momentum tensor in terms of the real fermion. 

b) Express the Dirac energy-momentum tensor in terms of the Dirac fermion. 
Result: We setD = ~(l/Il +il/l2 ) andDt = ~(l/Il - il/l2 ). The energy-momentum tensor 
reads 

(12.193) 

c) Use the bosonization formulae (12.37) to reexpress Eq. (12.193) in terms of the free field 
f/J. 
Result: 

T Dir(z) = - -21 lim [aZf/J(z, z)8wf/J( w, w) + ( 1 )2 ] 
Z--'W Z-W 

(12.194) 

d) Express the correlator of the (bosonized) Dirac theory with insertions of the Dirac fermion 

G(z,w) = (Dt(z)D(w)cos~(I)",cos~(2n» 

in terms of Ising spin correlators with real fermion insertions only. 
Result: G(z,w) = f,{l/I(z)l/I(w)u(l) .. ·u(2n»{u(I)·· .u(2n». 
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e) Relate the insertion of the Ising energy-momentum tensor Tlsing(Z) in a correlator of 2n 
spins for the Ising model to that of the c = 1 energy-momentum tensor T Dir(Z) of the Dirac 
theory in the corresponding correlator of 2n cos( cp) operators. 
Result: (T Dir(Z) cos I(I)· .. cos I (2n» = 2n- 1 (T1sing(z)o{l) ... a(2n». 

f) Deduce that the conformal Ward identity (5.41) of Chap. 5 is satisfied for the insertion 
of the Ising energy-momentum tensor in the Ising spin correlator iff it is satisfied for the 
insertion of the Dirac energy-momentum tensor in the cos cp correlator. Check the latter. 

12.12 Cauchy determinant formula, Pfaffian, and HajJnian. 

a) Prove the Cauchy determinant formula 

det[_I_] = (_I)n<n-ll/2nki(Zi -Zi)(Wi -wi) 
Zi - wi I~ij~n ni,j(Zi - Wi) 

(12.195) 

Hint: Consider the above determinant as a function of the complex variable Z = ZI and 
analyze its pole and zero structures. Conclude by using Liouville's theorem (a bounded 
analytic function is necessarily constant). 

b) Setting Wi = zi + Ei in Eq. (12.195), compute the limit when all Ei -+ O. Deduce the 
relation between determinant, Pfaffian, and Haffnian expressed in Eq. (12.53). 

12.13 Differential equation for the fermion propagator 

a) Write the differential equation satisfied by the nonnormalized fermion propagator 
Zv(1/I(z)V,(0»v in any sector v E {2, 3, 4}. 

b) From the definition of the Jacobi theta functions (App. 10.A) show that 

i1raT (}v = ~(}v 

c) Using 

rewrite the differential equation of (a) in terms of theta functions only. 

d) Use the results for the partition function Zv and the expression for the fermion propagator 
(1/I(z)1/r(0»v to rewrite the differential equation as a differential relation between (}v and (}I. 

Hint: For the differential equation to be satisfied, the following relation must hold 

. [az(}I(OIt")] [a~(}I(}v +(}Ia~(}v - 2az(}laz(}v - '11(}I(}V]( ) 
2urar ln I = lP. zit" 

(}v(OIt")2 I 
(12.196) 

e) Prove this last relation using the standard property of elliptic functions, namely that an 
elliptic function with at most one pole must be a constant. 
Hint: Show that the r.h.s. of Eq. (12.196) is doubly periodic in Z and that the residue of the 
double pole at Z -+ 0 vanishes. Conclude by the standard ellipticity argument. 

12.14 Torus conformal blocks and the proof of the Verlinde formula for the Ising model 
Notations are as in Chap. 10, Sect. 10.8.3. 

a) Using the conformal blocks (12.94) of the energy-energy correlation on the torus, compute 
the monodromy transformations 4>£(a) and 4>e(b) of Eq. (10.188) on any Ising character. 
Check Eqs. (1O.189HlO.192). 

b) Repeat the calculation with the conformal blocks (12.109) of the spin-spin correlation 
function. Recover the Ising fusion rules and the Verlinde formula. 
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Hint: The monodromy transformations tPi(a) and tPi(b) are generated by letting Z - Z + 1 
and Z - Z + r, respectively, in the conformal blocks of the torus two-point correlator (ii), 
i = e, u. The action on characters is obtained by letting Z _ 0 in the end. 

12.15 Modular covariance of the spin-spin correlator 

a) Using App. IO.A, derive the transformations of the three functions 

(v=2,3,4) 

ofEq. (12.106) under Z -+ Z + 1 andz -+ Z + r. 

b) Show that (a) fixes Z, (uu) , uniquely. Compare with Eq. (12.107). 

c) For v = 1,2,3,4, relate the functions Zv{uu)v(z,z,r) to their "modular transforms" 
Zv (uu)v(zh; -lit). Deduce the "modular covariance" of the spin-spin correlator 

(u(zlt,zmu(O,O»-lIr = Izl! {u(z,z)u(O, 0» 

12.16 Differential equation for the spin-spin correlator 

a) Write the differential equation for the torus spin-spin correlator Zv(uu)v in each sector 
v=I,2,3,4. 

b) Prove that this equation is indeed satisfied by Zv{uu)v, given by Eq. (12.107). 
Hint: The differential equation reduces to the identity 

[ ~8v(Z/2Ir) (8z8v(z/2Ir»)2 8z8,(zlr) 8z8v(Z/2Ir)] ~8,(zlr) 6 0 
8v(z/2Ir) + 8v(z/2Ir) - 8, (zlr) 8v(z/2Ir) + 8, (ZiT) + 111 = 

This identity is proven by standard elliptic function techniques: We show that the l.h.s. is 
doubly periodic, with at most one pole, hence a constant, which is readily evaluated. 

12.17 Energy expectation value from the spin-spin correlator 

a) In the sector v = 1, show that the short-distance limit 

lim IZ'21-!Zdu(z"z,)u(Z2,ZZ»' 
ZI-+2:2 

is proportional to the energy one-point function Z, (e) ,. 

b) Deduce the energy expectation value (e) on the torus. 
Result: (e) = rrl1/(r)l z/Zlsing. 

12.18 Correlators for rational c = 1 theories on the torus 
This exercise is a sequel of Ex. 10.21. Consider here the c = 1 theory of a boson compactified 
on a circle of radius R = .j2p'/p. Recall that this theory is a rational conformal theory, 
namely it can be reorganized into a finite number of sectors indexed by 2pp' integers 
A == Ae,m = pe -p'm mod 2pp'. The torus conformal blocks have been derived in Ex. 10.21, 
and read 

K ( ) = _1_" (2pp'nH)2/4pp' 
A r ( ) ~q 

1/ r n 

for A = 0, 1, ... , 2pp' - 1. The torus partition function can be reexpressed as a finite sum 

/?p, 2pp' -, -

Z( -) = L KA(r)KWijA(i) 
p 1.=0 
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where ClJo is defined by 

pro - p'so = 1 and Wo = pro + p'so mod 2pp' 

a) Rewrite the correlator (12.148) as a finite sum over the conformal blocks of the 
corresponding rational conformal theory. 
Result: The conformal blocks of the torus two-point function read 

O(e,m) q-e,--m) 

(~5 _ ~,m(z) 

A 

with ae,m defined in Eq. (12.149), with R = J2p'/p. and 

The correlator reads 

ffjP' -Z( -)(Oem(Z,Z)O-e _m(O,O» p' , 

2pp'-\ 

L ~,m(z) x ~Cm(Z) 
A=O 

b) Check that the monodromy of the conformal block ~,m(z) along the a cycle is diagonal. 

c) Check that the monodromy transformation of ~,m(z) along the cycle b exchanges the 
upper and lower intermediate states A _ A + Ae,m' 

d) Compute the torus conformal blocks of the n-point function (12.150). 

12.19 Energy correlators and Cauchy determinantformula on the torus. 

a) Prove the Cauchy determinant formula on the torus 

( )n(n-J)/2( ) n 9v(Ezi - wdr) 
det[pv(Zi - Wi)]\~i,j~n = -1 oz9\(0Ir ) 9v(0Ir) 

ni<j 9\ (Zii 11')9\ (Wii 11') 
x--;;:::;-----::--;------:-;--

nj9\(Zi -Will') 

(12.197) 

Hint: Examine the zero and pole structure of the l.h.s. ofEq. (12.197) using the short-distance 
behavior. given by Eq. (12.195). Conclude by the standard elliptic function argument. 

b) Prove the identity between Eqs. (12.96) and (12.174). 
Hint: Take the multiple limitE\, ...• En - o after the substitution Wi = Zi +Ei in the Cauchy 
determinant formula (12.197). 

12.20 Ward identity for the torus 2n-spin correlator 
This is the torus version of Ex. 12.11. whose results are assumed here. 

a) First take n = 1. Using chiral bosonization, compute the insertion of the Dirac energy­
momentum tensor in the correlation of two cos qJ operators in any sector v of the bosonized 
Dirac-fermion theory. 
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Result: 

({J ({J [~/J.(ZI2121'l) z: (TDir(z) cos "2(ZJ,ZI) cos "2(Z2.Z2». = 2 TIl + 9.(ZI2 /21'l) 

+! 8z,9.(ZI2121'l') (8Z91(Z - zd'l') _ 8z91(z - Z21'l'») 
2 9.(zI2121'l') 91(z - zd'l') 91(z - z21'l') 

(12.198) 

1 (8Z91(Z - Zd'l') 8z91(z - Z21'l'»)2 JZ2( ({J( _) ({J( _» 
+ 16 91(z-zd'l') - 91(Z-Z21'l') • cos "2 ZJ,ZI cos "2 Z2.Z2 • 

b) Prove the Ward identity (12.79) on the torus, in the case of the cos ({J two-point correlator. 

c) Deduce the analogous result for the Ising spin-spin correlator on the torus. 

d) Repeat the above calculation for arbitrary n. 

Notes 
The two-dimensional Ising model on a square lattice was solved by Onsager in 1944 [286] by 
diagonalization of the transfer matrix. Several combinatorial improvements, among which 
the rewriting of the partition function as a determinant, have simplified the solution and 
prepared the route for the contact with a fermionic theory in the continuum limit [211, 
229]. In the late 1970s, Baxter and Enting [32] gave yet another solution, based on some 
recursion relations for commuting transfer matrices. granting the integrability of the model. 
This treatment could actually be generalized [31] to a large class of models, including the 
six- and eight-vertex models. In this respect, the Ising model is the simplest example of an 
integrable lattice model. 

The fermionic continuum formulation arises from the use of the Jordan-Wigner transfor­
mation of the original spin variables. to build a set of anticommuting variables [325, 262]. 
These were identified in the continuum as the two components of a free real (Majorana) 
fermion field. In this presentation, the spin operator is a nonlocal observable, as well as its 
dual operator under high/low temperature duality, the disorder operator [225]. Whereas the 
correlation functions for the fermionic operators, or composites such as the energy operator, 
are very easily calculated, the correlations of spin or disorder fields are more difficult to 
obtain. 

The conformal invariance of the free fermionic theory provides, however, a powerful 
machinery to unify all these results [36]. In this framework, the energy-momentum technique 
was introduced in Ref. [105]. The concept of bosonization was first applied to the Ising 
model in Ref. [206]. 

The continuum Ising model on a torus was extensively studied in Ref. [97], where most 
correlation functions were computed either using the chiral bosonization techniques of 
Refs. [119,341] or some direct bosonization scheme in the framework of c = 1 Coulomb 
gas on the torus. In Ref. [97], use is also made of the torus version of the energy-momentum 
technique [15]. An interesting issue was the elliptic differential equations satisfied by the 
torus correlators, due to a combination of the torus Ward identities [120], and the singular 
vector structure of the energy and spin Virasoro modules. In fact, just like in the plane case, 
the general solutions of these differential equations can be written it la Feigin-Fuchs, as 
complex contour integrals, with screening operator insertions [128]. 



PART C 

CONFORMAL FIELD THEORIES 
WITH LIE-GROUP SYMMETRY 



CHAPTER 13 

Simple Lie Algebras 

This chapter presents a survey of the theory of Lie algebras. This might appear 
somewhat remote from our main subject of interest: affine Lie algebras and their 
applications to conformal field theory. However, it turns out that in many respects 
the theory of affine Lie algebras is a natural extension of the theory of simple Lie 
algebras, and as such cannot be studied efficiently in isolation. This is an immedi­
ate motivation for devoting a complete chapter to Lie algebras. But as subsequent 
developments will show, conformal field theories with nonaffine additional sym­
metries, such as W algebras, parafermions, and son on, as well as related exactly 
solvable statistical models, also have a deep Lie-algebraic underlying structure, 
which can only be appreciated with a minimal background on simple Lie algebras. 

No previous knowledge on Lie algebras is assumed except for a first encounter 
with su(2) and the theory of angular momentum in quantum mechanics. Admit­
tedly, for those readers unfamiliar with the subject, this chapter will appear to be 
somewhat dense. Nevertheless the presentation is conceptually self-contained. This 
is not so at the technical level, since some statements and constructions are given 
without proofs. Furthermore, the choice of material is not completely standard, 
being dictated by our subsequent applications. 

Section 13.1 covers the basic elements of the theory of simple Lie algebras: 
roots, weights, Cartan matrices, Dynkin diagrams, and the Weyl group. The sub­
sequent section is devoted to the study of highest-weight representations. This is 
followed by an explicit description of states in su(N) highest-weight representa­
tions, in terms of tableaux and patterns. Characters of irreducible representations 
are introduced in Sect. 13.4. From the results of Part B, it should already be clear 
that characters playa central role in some aspects of conformal field theory, such 
as modular invariance. 

One of the central problems in conformal field theory is the calculation of fusion 
rules. Given that most conformal field theories have a Lie-algebraic core, the fusion 
rules are, to a large extent, determined by the tensor-product coefficients of this 
Lie algebra. It is thus mandatory to review in detail some methods for calculating 
tensor products. This is the subject of two sections, Sects 13.5 and 13.6. In the first 
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we present efficient techniques for tensor-product calculations, and in the second 
one we reconsider the problem from a conformal-field-theoretical angle. 

Quotienting two affine Lie algebras will prove to be one the key tools in con­
structing conformal field theories. At the heart of this construction, there is a finite 
Lie algebra embedding, to which Sect. 13.7 is dedicated. 

The basic properties of simple Lie algebras are displayed in App. 13.A, in a form 
that should facilitate later consultation. Finally, all symbols used in this chapter 
are collected in App. 13.B. 

Readers familiar with Lie algebras may skip this chapter and use it only as 
a reference--except for a glance at App. 13.B in order to fix the notations. To 
those readers, we indicate that only Sects. 13.5.4 and 13.6 do not present standard 
material. On the other hand, those who wish to learn the basics of Lie algebra 
in this chapter should not necessarily read it linearly. Sections 13.1, 13.2, and 
13.4.1 are essential and must be read sequentially. But the rest can be consulted 
when needed. Furthermore, it is not essential to master all the techniques for 
calculating tensor products in order to proceed. The description in the main text of 
tools particular to su(N) (tableaux, the Littlewood-Richardson rule, Berenstein­
Zelevinsky triangles) has the main purpose of lightening the presentation. 

§13.1. The Structure of Simple Lie Algebras 

13.1.1. The Cartan-Weyl Basis 

A Lie algebra g is a vector space equipped with an anti symmetric binary operation 
[, ], called a commutator, mapping g x g into g, and further constrained to satisfy 
the Jacobi identity 

[X, [Y,ZlJ + [Z, [X, Yll + [Y, [Z,XlJ = 0 for X,Y,Z E g (13.1) 

Roughly speaking, the exponential of g is the Lie group G (more precisely, its 
connected component containing the unit element): to X E g, there corresponds 
the group elements eiaX where a is some parameter and the exponential is defined 
from its power expansion. Hence, the algebra describes the group in the vicinity 
of the identity. 

A representation refers to the association of every element of g to a linear oper­
ator acting on some vector space V, which respects the commutation relations of 
the algebra. The maximal number of linearly independent states that generate V 
is the dimension of the representation. Relative to a given basis, each element of g 
can thus be represented in terms of a square matrix and the basis vectors are rep­
resented by column matrices. (In the representation, the commutator corresponds 
to the usual matrix commutation.) A representation is said to be irreducible if the 
matrices representing the elements of g cannot all be brought in a block-diagonal 
form by a change of basis. 

These elementary notions are sufficient to start analyzing the structure of Lie 
algebras. A Lie algebra can be specified by a set of generators {Ja} and their 
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commutation relations 

[JU,Jb] = Lifab JC (13.2) 
C 

The number of generators is the dimension of the algebra. The constants f ab C are 
the structure constants, real parameters when (Ja)t = Ja.1 We are concerned with 
simple Lie algebras, that is, Lie algebras that contain no proper ideal (meaning no 
proper subset of generators {U} such that [La,Jb] E {La} for any Jb). A direct 
sum of simple algebras is said to be semisimple. 

In the standard Cartan-Weyl basis, the generators are constructed as follows. 
We first find the maximal set of commuting Hermitian generators Hi, i = 1,· .. , r 
(r is the rank of the algebra): 

(13.3) 

This set of generators form the Cartan subalgebra h. The generators of the Cartan 
subalgebra can all be diagonalized simultaneously. The remaining generators are 
chosen to be those particular combinations of the Ja's that satisfy the following 
eigenvalue equation: 

(13.4) 

The vector a = (a l , ... , a r ) is called a root and EOt is the corresponding ladder 
operator. Because h is the maximal Abelian subalgebra of g, the roots are non­
degenerate. The root a naturally maps an element Hi E h to the number ai by 
a(Hi) = ai . Hence, the roots are elements of the dual of the Cartan subalgebra: 
a E h*. 

Equation (13.4), through its Hermitian conjugate, shows that -a is necessarily 
a root whenever a is, with 

(13.5) 

In the following, !l will denote the set of all roots. 
Root components can be regarded as the nonzero eigenvalues of the Hi in the 

particular representation, called the adjoint, for which the Lie algebra itself serves 
as the vector space on which the generators act. In this representation, we have an 
identification 

£Ot t-+ IEOt ) == la) 
Hi t-+ IHi) 

(13.6) 

between the generators and the states of the representation. It follows from 
Eq. (13.4) that in the adjoint representation the action of a generator X is 
represented by ad(X), defined as 

ad(X)Y = [X, Y] (13.7) 

I In physics, it is usual to work with Hennitian operators; these are the observables. whose eigenvalues 
are real. 
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so that 

(13.8) 

The one-to-one correspondence between the states la) and the ladder operators 
Ea reflects the nondegenerate character of roots. In this representation, the zero 
eigenvalue has degeneracy r (associated with the different states IHi». By con­
struction, the dimension of the adjoint is equal to the dimension of the algebra, 
itself equal to the total number of roots plus r. 

In view of specifying the remaining commutators, we first observe that the 
Jacobi identity implies 

(13.9) 

If a + f3 E fl., the commutator [Ea, Ell] must be proportional to Ea+ll , and it must 
vanish if a + f3 ¢ fl.. When a = - f3, [~, E-a] commutes with all Hi, which is 
possible only if it is a linear combination of the generators of the Cartan subalgebra. 
The normalization of the ladder operators is fixed by setting this commutator equal 
to 2a· Hllal2 , where 

r 

a.H=LdHi 
i=1 

r 

lal2 = Laiai 
i=1 

(13.10) 

Summarizing, the full set of commutation relations in the Cartan-Weyl basis is 

[Hi,Hi] = 0 

[Hi,P]=aip 

[Ea, Ell] = N a,llp+1l if a + f3 E fl. 

2 
= -a·H if a=-f3 

lal2 

= 0 otherwise 

where N a,ll is a constant. 

13.1.2. The Killing Fonn 

(13.11) 

The normalization used to fix the commutators is usually introduced by means of 
the Killing form 

K(X, Y) = Tr(adXadY) (13.12) 

which gives a sort of scalar product for the Lie algebra. To calculate this trace 
in some basis of generators {raJ, we first evaluate [X, [Y, Tb]] in terms of the 
elements of this basis; the coefficient of Tb in the result gives the contribution of this 
term to the trace. For semisimple Lie algebras, the Killing form is nondegenerate: 
K(X, Y) = 0 for all Y implies that X = O. This is in fact an alternate way of 
defining semi simplicity. 
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In the following, we will mainly use a renormalized version of the Killing form 
defined as 

1 
K(X, Y) == -Tr(adXadY) 

2g 
(13.13) 

where g is a constant that will be defined later (it is the dual Coxeter number of the 
algebra g). The standard basis {fa} is understood to be orthonormal with respect 
toK: 

(13.14) 

The same normalization holds for the generators of the Cartan subalgebra 

(13.15) 

Since the Killing form defines a scalar product, it can be used to lower or raise the 
indices, e.g., 

{abc = 'LJadc [K(Jd,Jb)r I 

d 

(13.16) 

We note that {abc is anti symmetric in all three indices. In the {fa} orthonormal 
basis, the position of the indices (up or down) is thus irrelevant. 

The cyclic property of the trace yields the identity 

K([Z,X], Y) + K(X, [Z, Y]) = 0 (13.17) 

The Killing form is actually uniquely characterized by this property. With 
appropriate choices for X, Y, Z E g. it follows that 

(13.18) 

(all other pairs involving a ladder operator have zero Killing fonn). Hence, the 
previously introduced nonnalization corresponds to 

(13.19) 

However. the fundamental role of the Killing form is to establish an isomor­
phism between the Cartan subalgebra h and its dual h*: the fonn K(Hi,.) (i fixed) 
maps every element of the Cartan subalgebra onto a number. Hence. to every 
element Y E h*, there corresponds a HY E h through 

(13.20) 

(in particular for a root a, H" = a . H = Li u! Hi). With this isomorphism, the 
Killing form can be transferred into a positive definite scalar product in the dual 
space 

(y, fJ) = K(Hf3, HY) (13.21) 

Since roots are elements of h*, this defines a scalar product in the root space. 
From now on, the scalar product between roots will be denoted as above. with the 
understanding that lal2 = (a, a). 
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13.1.3. Weights 

Up to this point, we have analyzed the structure of the algebra from the point of 
view of a particular representation (the adjoint), that for which the algebra itself 
plays the role of the vector space.2 In this representation, the eigenvalues of the 
Cartan generators are called the roots and the scalar product between roots is 
induced by the Killing form. Since the essential structure of the algebra is coded in 
this representation, it needs to be studied in more detail. For this, it is useful to first 
recast the problem in the general context of a finite-dimensional representation. 

For an arbitrary representation, a basis {I)...)} can always be found such that 

(13.22) 

The eigenvalues )...i build the vector)... = ()...I, ..• , )...T), called a weight. Weights live 
in the space h*: )...(Hi) = )...i. Hence, the scalar product between weights is also fixed 
by the Killing form. In the adjoint representation, the weights deserve the special 
name of roots. The commutator (13.4) shows that £U changes the eigenvalue of a 
state by a: 

(13.23) 

so that Eal)...), if nonzero, must be proportional to a state I)... + a). This justifies the 
name ladder (or step) operator for Ea. 

Representations of interest are the finite-dimensional ones. For these, we will 
derive an important relation, to be used shortly for the adjoint representation. 
For any state I>") in a finite-dimensional representation, there are necessarily two 
positive integers p and q, such that 

(~)P+II)...) ""' ~I)... + pa) = 0 

(E-a)q+II>") ""' ~ I)... - qa) = 0 
(13.24) 

for any root a. Indeed, notice that the triplet of generators Ea, E-a, and a . Hllal2 

forms an su(2) subalgebra analogue to the set {J+,J-,J3}, with commutation 
relations 

(13.25) 

Therefore, if I>") belongs to a finite-dimensional representation, its projection onto 
the su(2) subalgebra associated with the root a must also be finite dimensional. 
Let the dimension of the latter be 2j + 1; then from the state I>"), the state with 
highestJ3 = a· Hllal2 projection (m = j) can be reached by a finite number, say 
p, applications of J+ = Ea, whereas, say, q applications of J- = E-a lead to the 

2 A matrix realization of the adjoint representation in the basis {Ja} is given by 
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state with m = -j: 

. (a,).) 
J = TaP +p, 

. (a,).) 
-J= ---q 

lal2 

Eliminating j from the above two equations yields 

2 (a, ).) = _(p _ q) 
lal2 
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(13.26) 

(13.27) 

This is the relation we were looking for: any weight ). in a finite-dimensional 
representation is such that (a, ).)/laI2 is an integer. This is true in particular for 
). = fJ, where fJ is any root of the algebra. We now return to the analysis of the 
root properties. 

13.1.4. Simple Roots and the Cartan Matrix 

As already mentioned, the number of roots is equal to the dimension of the algebra 
minus its rank, and this number is in general much larger than the rank itself. This 
means that the roots are linearly dependent. We then fix a basis {fJI, fJ2, •.. , fJr} in 
the space h* , so that any root can be expanded as 

r 

a = 2:njfJj 
j=1 

(13.28) 

In this basis, an ordering can be defined as follows: a is said to be positive if the 
first nonzero number in the sequence (n I, n2, ... , n r ) is positive. Denote by ~+ 
the set of positive roots. The set of negative roots ~_ is defined in the obvious 
way. We have already observed that whenever a is a root, -a is also a root; hence 
~- = -~+. 

A simple root aj is defined to be a root that cannot be written as the sum of 
two positive roots. There are necessarily r simple roots, and their set {aI, ... , a r } 

provides the most convenient basis for the r-dimensional space of roots. Notice 
that the subindex is a labeling index: it does not refer to a root component. Two 
immediate consequences of the definition of simple roots are : (i) aj - aj ¢ ~ 
(otherwise, if aj - aj > 0, say, we would conclude that aj = aj + (aj - aj), a 
contradiction); (ii) any positive root is a sum of positive roots (indeed, if a positive 
root is not simple, it can be written as a sum of two positive roots, which, if not 
simple, can also be written as the sum of two positive roots, and so on).3 

The scalar products of simple roots define the Cartan matrix 

A-. _ 2(aj, aj) 
11 - 2 a j 

(13.29) 

3 It should be clear from the construction that the choice of a set of simple roots is not unique since 
it depends upon the initial choice of basis {Pi} and the ordering used. The precise relation between 
different sets of simple roots will be clarified later. 
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In view of Eq. (13.27), the entries of this matrix are necessarily integers. Its diag­
onal elements are all equal to 2 and it is not symmetric in general. The Schwarz 
inequality implies thatAijAji < 4 for i to j. Since ai - aj is not a root, E-ai lai) = 0, 
andq = 0 in Eq. (13.24) for>.. = ai and a = aj. Hence, from Eq. (13.27) it follows 
that 

(ai,aj)::::: 0, i toj (13.30) 

Thus for i to j, Aij is a nonpositive integer, and in view of the above inequality, it 
can only be 0, -1, - 2, or - 3. If Aij to 0, the inequality forces at least one of Aij 
or Aji to be-I. 

It can be shown that in the set of roots of a simple Lie algebra, at most two 
different lengths (long and short) are possible. The ratio of the length of the long 
roots over the short roots is bound to be 2 or 3, if different from 1. When all the 
roots have the same length, the algebra is said to be simply laced. 

It is convenient for us to introduce a special notation for the quantity 2a//ad 2 : 

v 2ai 
a· =--

I lai/ 2 
(13.31) 

ai is called the coroot associated with the root ai. The scalar product between roots 
and coroots is thus always an integer. The Cartan matrix now takes the compact 
form 

I Aij = (ai, an I (13.32) 

A distinguished element of ll. is the highest root e. It is the unique root for 
which, in the expansion L miai, the sum L mi is maximized. All elements of ll. 
can be obtained by repeated subtraction of simple roots from e. The coefficients 
of the decomposition of () in the bases {ail and {an bear special names, being 
called, respectively, the marks (ai) and the comarks (an: 4 

r r 

e = I>iai = L ai ai, 
i=1 i=1 

Marks and comarks are related by 

v 2 
ai = ai lai/2 

The dual Coxeter number is defined as 

r 

g= Lai + 1 
i=1 

ai,ai EN 

4 These are also called Kac labels and dual Kac labels. respectively. 

(13.33) 

(13.34) 

(13.35) 
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(The Coxeter number can be defined similarly, but it will not be used here. The 
superscript v, which would naturally appear in the notation for the dual Coxeter 
number, is thus omitted.) 

13.1.5. The Chevalley Basis 

As will be shown below, the full set of roots can be reconstructed from the set of 
simple roots, and the latter can be extracted from the Cartan matrix in a very simple 
way. Moreover, the Cartan matrix fixes completely the commutation relations of 
the algebra. This point is made fully manifest in the Chevalley basis where to each 
simple root OI.i there corresponds the three generators 

ei = E a ; fi = E-a ; hi = 201.i· H (13.36) 
IOI.il 2 

whose commutation relations are 

[hi,hi] = 0 

[hi,ei ] = Aiiei 

[hi ,fi] = -Ai/i 

[ei,fi] = 8iihi 

(13.37) 

The remaining step operators are obtained by repeated commutations of these basic 
generators, subject to the Serre relations 

[ad(ei )]I-Aiiei = 0 

[ad(fiW-Aji{i = 0 
(13.38) 

For instance, [ad(ei )]2ei = [ei , [ei , ei]]. These constraints-the analogues of rela­
tions (13.24) for the adjoint representation~ncode the rules for reconstructing 
the full root system from the simple roots. (For this specific problem, still another 
approach will be presented later.) The Serre relations do not mix the ei's and the 
[i's and this reflects the separation of the roots into two disjoint sets ~+ That the 
Serre relations and the basic commutation relations can be expressed in terms of 
the Cartan matrix shows that A contains all the information on the structure of g. 
Actually, the abstract formulation of Lie algebras in terms of Cartan matrices is 
the most efficient starting point for generalizations. 

The Killing form of the generators of the Cartan subalgebra is easily transcribed 
from the Cartan-Weyl to the Chevalley basis: 

(13.39) 

13.1.6. Dynkin Diagrams 

All the information contained in the Cartan matrix can be encapsulated in a simple 
planar diagram: the Dynkin diagram. To every simple root OI.i, we associate a 
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node (white for a long root and black for a short one) and join the nodes i and 
j with AijAji lines. Hence orthogonal simple roots are disconnected, and those 
sustaining an angle of 120, 135, or 150 degrees are linked by one, two, or three 
lines, respectively. 

The classification of simple Lie algebras boils down to a classification ofDynkin 
diagrams. The complete list contains four infinite families, the algebras Ar, Br , Cr 
and Dr (the classical algebras, whose compact real forms are respectively su(r + 
1), so(2r + 1), sp(2r), and so(2r», and five exceptional cases: E6 , E7 , Es, F 4, and 
G2•5 The subscript gives the rank of the algebra. The Dynkin diagrams as well as 
basic properties of these Lie algebras are displayed in App. B.A. Note that the 
A, D, E algebras are simply laced. (The classification of simply-laced algebras has 
already been considered in Ex. 10.10.) 

13.1.7. Fundamental Weights 

As already pointed out, weights and roots live in the same r -dimensional vec­
tor space. The weights can thus be expanded in the basis of simple roots. How­
ever, this expansion is not very useful since for irreducible finite-dimensional 
representations--the representations of interest-its coefficients are not integers. 
The convenient basis for weights is in fact the one dual to the simple coroot basis. 
It is denoted by {Wi} and defined by 

(13.40) 

The Wi are called the fundamental weights. 
The expansion coefficients Ai of a weight A in the fundamental weight basis are 

called Dynkin labels. Hence, 

I A~ tAi", 
1=1 

(13.41) 

The Dynkin labels of weights in finite-dimensional irreducible representations are 
always integers (this follows from Eq. (13.27) and it will be made explicit in the 
next section); such weights are said to be integral. From now on, whenever a weight 
is written in component form 

(13.42) 

(with entries separated by commas) it is understood that these components are the 
Dynkin labels. Note that the elements of the Cartan matrix are the Dynkin labels 

S We have not been careful about the specification of the field over which g is a vector space. The result 
of this classification holds for the field C, which is algebraically closed. Hence, Ar stands for slr+ 1 (C), 
the complex (r + I) x (r + 1) traceless matrices. Among its real forms, only SUr+l (lR) == suer + I) 
is compact. 
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of the simple roots 

ai = LAijWj 
; 

that is, the i-th row of A is the set of Dynkin labels for the simple root ai. 
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(13.43) 

The Dynkin labels are the eigenvalues of the Chevalley generators of the Cartan 
subalgebra: 

(13.44) 

that is 

I hilA} = AiI A} I (13.45) 

The position of the index has the following meaning: Ai refers to an eigenvalue of 
hi (a Dynkin label), whereas Ai is an eigenvalue of Hi.) 

A weight of special importance, thus deserving a special notation, is the one 
for which all Dynkin labels are unity: 

P=LWi=(I,l,···,l) (13.46) 

This is called the Weyl vector (or principal vector) and has the following alternate 
definition (to be proved later): 

(13.47) 

The scalar product of weights can be expressed in terms of a symmetric 
quadratic form matrix Fij 

(13.48) 

The definition implies that Fij is the transformation matrix relating the two bases 
{wil and {an 

Wi = LFijaj 
j 

(13.49) 

Indeed, the product of this equation with aj reproduces (13.48). Hence Fij is the 
inverse of the matrix whose rows are the Dynkin labels of the simple coroots, and 
these can be read off the following rescaled version of (13.43) 

(13.50) 

This leads to an explicit relation between the quadratic form and the Cartan matrix: 

2 
I a j 

Fij = (A- )ij2 (13.51) 
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The scalar product of the two weights A = L AillJi and JL = L JLillJi reads 

(A, JL) = I>iJLj(llJi, llJj) = L AiJLjFij (13.52) 
i,j i,j 

The quadratic form matrices of all the simple Lie algebras are tabulated in 
App. 13.A, with the normalization convention defined in Sect. 13.1.10. 

13.1.8. The Weyl Group 

We return for a moment to the projection of the adjoint representation onto the 
su(2) subalgebra associated with the root a. Let m be the eigenvalue of the J3 
operator a . Hllal 2 on the state ItJ); that is, 

(13.53) 

If m =1= 0, this state must be paired with another one with J3 eigenvalue -m. 
Therefore, there must exist another state in the multiplet, say ItJ + la), whose 
projection on the j3 axis is equal to 

(av,tJ+la) = (av,tJ) +2l = -(av,tJ) 

This shows that if tJ is a root, tJ - (aV , tJ)a is also a root. 
The operation Sa defined by 

SatJ = tJ - (aV , tJ) a 

(13.54) 

(13.55) 

is a reflection with respect to the hyperplane perpendicular to a. The set of all such 
reflections with respect to roots forms a group, called the Weyl group of the algebra, 
denoted W.1t is generated by the r elements Si, the simple Weyl reflections, 

(13.56) 

in the sense that every element W E W can be decomposed as 

W = 5i5j" '5k (13.57) 

For the simple Weyl reflections, the following relations are easily checked 

5~ = 1, 5i5j = 5jSi if Aij = 0 (13.58) 

These generalize t06 

where mij = { ~ 
7r - Oij 

if i =j 

if i=l=j 
(13.59) 

with Oij the angle between the simple root ai and aj.7 Eq. (13.59) can be regarded 
as the defining relation of the Weyl group. We note again that it is expressed in 

6 Any group having such a representation is called a Coxeter group. 
7 Thus mij = 2,3,4, or 6, corresponding to the number of lines joining the i-th and the j-th node 

being 0, 1,2, or 3. 
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terms of data directly related to the Cartan matrix. On the simple roots, the action 
of Si takes the simple form 

I Siaj = aj - Ajiai I (13.60) 

It has just been shown that W maps t,. into itself. In fact, it provides a simple 
way to generate the complete set t,. from the simple roots by acting with all the 
elements of Won the set {a;}: 

t,. = {wal,· .. , warlw E W} (13.61) 

From this construction, it is clear that any set {w' ai} with w' fixed, could serve as 
a basis of simple roots. (This gives the announced relation between the different 
bases of simple roots.) 

As a short digression, we now prove, using the Weyl group, the equivalence 
between (13.46) and (13.47). From (13.46) it follows that (p, an = 1 for all i. 
We want to show that the same result follows from the second definition. We set 
a = La>o a/2 and consider Sia. Since Si permutes all the positive roots-that is, 
Aij .:::: 0 if i # j (except ai which is mapped to -ai), we can write 

(13.62) 

implying that 

(13.63) 

On the other hand, from the invariance of the scalar product with respect to Weyl 
transformations, the same product can be written as 

(13.64) 

The compatibility of these two equations gives the desired result, namely (a, an = 
I and thus a = p. 

The action of the Weyl group, defined so far only for roots, extends naturally 
to weights: 

(13.65) 

It is straightforward to verify from the above relation that the Weyl group leaves 
the scalar product invariant 

(SaA,SaJL) = (A,JL) (13.66) 

or more generally 

(13.67) 
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The Weyl group induces a natural splitting of the r-dimensional weight vector 
space into chambers, whose number is equal to the order of W. These are simplicial 
cones defined as 

Cw = {AI (WA,a'j) ~ 0, i = 1,··· ,r}, WE W (13.68) 

These chambers intersect only at their boundaries (WA, a'j) = 0, the reflecting 
hyperplanes of the Sj's. The chamber corresponding to the identity element of 
the Weyl group is called the fundamental chamber, and it will be denoted by Co. 
An obvious but fundamental consequence of this splitting is that for any weight 
A ¢ Co, there exists aWE W such that WA E Co. More precisely, the W orbit of 
every weight has exactly one point in the fundamental chamber. The W orbit of A 
is the set of all weights {wAI W E W}. A weight in the fundamental chamber and 
whose Dynkin labels are all integers, Aj E Z+, is said to be dominant. (A dominant 
weight is thus understood to be integral.) () is an example of a dominant weight. 

To conclude this section, we present some notation that will be used extensively 
in the sequel. The modified Weyl reflection 

W . A == W(A + p) - p (13.69) 

denoted by a dot, will be referred to as a shifted Weyl reflection. Here p is the Weyl 
vector. It is simple to verify that 

W· (w' . A) = (ww/) . A (13.70) 

The length ofw, denoted lew), is the minimum number of Sj among all possible 
decompositions ofw = niSj. The signature ofw is defined as 

E(W) = (_I)l(w) (13.71) 

In the linear representation ofw, this is simply det(w) (cf. Ex. 13.3). Finally, the 
longest element of the Weyl group will be denoted by Woo It is the unique element 
of W that maps ~+ to ~_. 

13 .1.9. Lattices 

In terms of a basis (E I, ... , Ed) of the d -dimensional Euclidian space IR.d , a lattice 
is the set of all points whose expansion coefficients, in terms of the specified basis, 
are all integers: 

(13.72) 

In other words, it is the Z span of {Ej}. Three r -dimensional lattices are important 
for Lie algebras. These are the weight lattice 

p= ZWI + ... +Zwr (13.73) 

the root lattice 

Q = Za l + ... + Zar (13.74) 
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and the coroot lattice 

(13.75) 

The relevance of the weight lattice lies in that the weights in finite-dimensional 
representations have integer Dynkin labels (cf. Eq. (13.27)), hence they belong to 
P. The connection between P and the generators of g is twofold. First, the integers 
specifying the position of a weight in P are the eigenvalues of the Chevalley 
generators hi. Second, the effect of the other generators is to shift the eigenvalues 
by an element of the root lattice Q. Since roots are weights in a particular finite­
dimensional representation, Q £ P. Hence, upon the action of EU, a point of P 
is translated to another point of P. In the following, we denote by P + the set of 
dominant weights 

(13.76) 

For the algebras G2 , F4 , and E g, it turns out that Q = P. In all other cases, Q is 
a proper subset of P, and the ratio PIQ is a finite group. Its order, \PIQ\, is equal to 
the determinant of the Cartan matrix. Actually, it is isomorphic to the center of the 
group of the algebra under consideration (whose structure will be studied in more 
detail later) . The distinct elements of the coset PIQ define the so-called congruence 
classes (often called conjugacy classes). A weight A lies in exactly one congruence 
class. For instance, for su(2) there are two congruence classes given by Al mod 2 
(integer or half-integer spins). For su(3), there are three classes, defined by the 
triality: Al + 2A2 mod 3. The su(N) generalization is 

Al + 2A2 + ... + (N - I)AN-I mod N 

For any algebra g, the congruence classes take the form 
y 

A . v = L AiVi mod \PIQ\ (mod Z2 for g = Du) 
i=I 

(13.77) 

(13.78) 

where the vector (VI,··· ,Vy ), equal to (1,2, ... ,N - I) for su(N), is called the 
congruence vector. The congruence classes are tabulated in App. 13.A for all 
simple Lie algebras. 

On the other hand, since the bases {wd and {an are dual, P and QV are dual 
lattices. A lattice is said to be self-dual if it is equal to its dual. For simple Lie 
algebras, the weight lattice is self-dual only for E g• 

13.1.10. Normalization Convention 

Up to now, all the normalizations have been fixed with respect to the root square 
lengths. In order to fully fix the normalization, it is necessary to give a specific 
value to these lengths. We follow the standard convention in which the square 
length of the long roots is set equal to two. Given that (} is necessarily a long root, 
we thus fix our normalization by setting 

(13.79) 
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With lad2 :::: 2, it follows from Eq. (13.34) that 

and similarly 

13.1.11. Examples 

EXAMPLE 1: 5u(2) 

13. Simple Lie Algebras 

(13.80) 

(13.81) 

This is the only simple Lie algebra of rank 1. Its Cartan matrix isA = (2), meaning 
that the simple root al is related to the fundamental weight WI by 

(13.82) 

Since lal12 = 2, it follows that 

(13.83) 

The Weyl group is generated by the simple reflection 51, whose action on a weight 
'A. = 'A.IWI is 

(13.84) 

Because 5~ = 1, W contains only the two elements {I, 5 I}. The full system of 
roots is then seen to be given by il = {aI, -ad. 

The weight and the root lattices are displayed in Fig. 13.1. The weight lattice 
is composed of all the nodes, whereas the root lattice contains only those with 
a cross. The fundamental Weyl chamber is the positive part of the weight lattice 
(here one-dimensional). 

o 
Figure 13.1. Weight and root lattices for su(2). 

For subsequent reference, we give the explicit form of the commutation relations 
in different bases. In the ChevalIey basis, it reads (dropping the superscript 1): 

[e,f] = h , [h,e] = 2e , 

On a state I'A.) of weight A, the action of his: 

hlA) = AliA) 

[h,f] = -2f (13.85) 

(13.86) 

In the Cartan-Weyl basis, the generators are (cf. Eq. (13.36) with al = .../2): 

H = h/../2, E+ = e, E- = f (13.87) 
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with E± == E±al . The commutation relations are thus 

(13.88) 

and 

(13.89) 

Another frequently used basis in the case of su(2), which we call the spin basis, 
is defined by 

This yields 

and on the state IJ..} = Ij, m}, the action of the generators is 

JO Ij,m} = m Ij,m} 

J± Ij,m} = J<j(j + 1) - m(m ± 1) Ij,m ± I} 

EXAMPLE 2: su(3) 

The Carlan matrix for this rank-2 algebra is 

A = (!1 -;1) 

(13.90) 

(13.91) 

(13.92) 

(13.93) 

The simple roots at and a2 have the same length (the algebra is simply laced) and 
they are related to the fundamental weights by 

at = ay = 2Wt -llJ2 = (2,-1) 

a2 = a~ = -WI + 2llJ2 = (-1,2) 

The scalar products between fundamental weights are 

2 
(WI, WI) = (llJ2, llJ2) = 3"' 

The full Weyl group is given by 

This follows from the relation 

(SIS2)3 = 1 ~ SlS2S1 = S2S152 

(13.94) 

(13.95) 

(13.96) 

(13.97) 

a consequence of Eq. (13.59), which implies that there are no strings of 5i with 
more than three elements. This identity can also be checked directly by acting on 
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an arbitrary weight: 

SI(AI,A2) = (AI,A2) - AlaI = (-AI,AI +A2) 

S2(AI, A2) = (AI, A2) - A2a2 = (AI + A2, -A2) 

SIS2(AI,A2) = (-AI - A2,AI) 

S2S1 (AI, A2) = (A2, -AI - A2) 

SIS2SI(AI, A2) = S2SIS2(AI, A2) = (-A2, -AI) 

(13.98) 

The action of the different elements of the Weyl group on the two simple roots 
gives all possible roots. For instance, -al and al + a2 are roots because 

(13.99) 

In this way, II is found to be 

(13.100) 

The highest root is 

() = al + a2 ==> aj = a~ = 1, i = 1, 2 (13.101) 

The root system and the Weyl chambers are presented in Fig. 13.2. The Weyl 
chambers are the regions separated by the dashed lines and they are specified here 
in tenns of the elements of the Weyl group. 

Figure 13.2. Root system and Weyl chambers su(3). 

EXAMPLE 3: sp(4) 

This is again a rank-2 algebra, but it is not simply laced. The Cartan matrix is 

A=(2 -1) 
-2 2 

(13.102) 
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so that 

al = ~ar = 2wI - Ct>2 = (2,-1) 

a2 = ar = -2wl +2Ct>2 = (-2,2) 

Because the long root is a2, 

la212 = 2 ===* lal12 = I 

The components of the quadratic form matrix are 

507 

(13.103) 

(13.104) 

(13.105) 

On the other hand, the complete structure of the Weyl group is easily recovered 
from the equality 

(13.106) 

meaning that the longest element is SIS2SIS2; hence, 

W = {l,sl,s2,sls2,s2sl,sls2sl,s2sls2,sls2sls2} (13.107) 

Having determined the Weyl group, the set II can be constructed 

II = {aI, a2, al + a2, 2a1 + a2, -aI, -a2, -al - a2, -2a1 - a2} (13.108) 

The highest root is thus 

(13.109) 

In this case, the root vectors separate the Weyl chambers, as can be seen in Fig. 13.3. 

a2 
QLJ al+a 2 CiJ 

2a1 +a2 

W2 

I 8182 I 0iJ 
WI 

-a1 a 1 

1818~11 I 8~1 I 

Figure 13.3. Root system and Weyl chambers sp(4). 
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§ 13 .2. Highest-Weight Representations 

Any finite-dimensional irreducible representation has a unique highest-weight state 
IA). Being nondegenerate, IA) is completely specified by its eigenvalues (Dynkin 
labels) A(hi) = Ai. Among all the weights in the representation, the highest weight 
is the one for which the sum of the coefficient expansions in the basis of simple 
roots is maximal. As a result, for any a > 0, A + a cannot be a weight in the 
representation, so that 

Va>O (13.110) 

From Eq. (13.27), it is clear that the highest weight of a finite-dimensional 
representation is necessarily dominant (i.e., with positive-integer Dynkin labels). 
Moreover, to each dominant weight A there corresponds a unique irreducible finite­
dimensional representation LA whose highest weight is A. By abuse of notation, 
we will often specify a representation by its highest weight. The highest weight 
for the adjoint representation is 0. 

13.2.1. Weights and Their Multiplicities 

Starting from the highest-weight state IA), all the states in the representation space 
(or irreducible module) LA can be obtained by the action of the lowering operators 
ofgas 

(13.111) 

The set of eigenvalues of all the states in LA is the weight system, written QA' Any 
weight A' in the set Q A is such that A - A' E .6+. An immediate consequence is 
that all the weights of a given representation lie in exactly one congruence class, 
that is, one element of the coset PIQ. 

In order to find all the weights A' E QA' the key relation is again Eq. (13.27), 
which can be rewritten as 

(13.112) 

As already mentioned, A' is necessarily of the form A - L niai, with ni E Z+. If 
we call L ni the level of the weight A' in the representation A, proceeding level 
by level, we know at each step the value of Pi. Clearly, A' - ai is also a weight if 
qi is nonzero, that is, if A~ - Pi > O. 

With this criterion, the systematic construction of all the weights in the represen­
tation can be done by means of the following algorithm. We start with the highest 
weight A = (At,···, Ar). For each positive Dynkin label Ai > 0, we construct the 
sequence of weights A - ai, A - 2ai,"" A - Aiai. which all belong to QA' The 
process is then repeated with A replaced by each of the weights just obtained. and 
iterated until no more weights with positive Dynkin labels are produced. Simple 
examples will clarify the method. Consider the adjoint representation of su(3). 
whose highest weight is (1, O. The weights obtained at each step can be read from 
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(1,1) -a/ ~a2 
(-1,2) (2,-1) 

~/ 
(0,0) 

/~ 
(-2,1) (1,-2) 

~/ 
(-1,-1) 

Figure 13.4. Weights in the adjoint representation of su(3). 

(2,0) -y 
(0,1) 

/ ~a2 
(-2,2) (2,-1) 

~/ 
(0,0) 

/~ 
(-2,1) (2,-2) 

~/ 
(0,-1) 

/ 
(-2,0) 

Figure 13.5. Weights in the adjoint representation of sp(4). 

Fig. 13.4. Similarly, Fig. 13.5 displays the weights in the adjoint representation of 
sp(4). 

However, this procedure does not keep track of multiplicities. For this, one 
can use the Freudenthal recursion formula, whose origin will be indicated in 
Sect. 13.2.3, and which gives the multiplicity of A' in the representation A in 
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terms of the multiplicity of all the weights above it: 

00 

[lA + pI2 - lA' + p12] multA{A') = 2 L L{A' + ka, a) multA{A' + ka) 
a>O k=) 

(13.113) 
To illustrate the formula, we calculate the multiplicity of the weight (O,O) in the 
adjoint representation of su(3). Having proceeded recursively, we know that k 
can only be 1 and the three weights above (O, 0) have multiplicity 1. Furthermore, 
(A' + a, a) = 2 for the three positive roots. Then, using A = () = p = a) + a2, we 
easily find that 

(8 - 2)multo{0, 0) = 2{2 + 2 + 2) ==> multo{O,O) = 2 (13.114) 

Indeed, the zero eigenvalue in the adjoint representation always has multiplicity r, 
being associated with the generators of the Cartan subalgebra (whereas the nonzero 
weights (roots) are nondegenerate). Another multiplicity formula is presented in 
Ex. 13.17. 

We note that all the weights in a given W orbit have the same multiplicity: 

multA{wA') = multA{A') for all WE W (13.115) 

This ultimately reflects the arbitrariness of the basis of simple roots, that is, that 
any set {wai} with W fixed, could serve as a basis. 

Finally, we mention that a finite-dimensional irreducible module LA is always 
unitary. This means that, with {Hi)t = Hi and (Ea)t = E-a, the norm of any 
state IA') in LA is positive definite: 

IA') = E-fJ .. ·E-YIA) ==> {A'IA'} = (AIEY .. . EfJE-fJ .. ·E-YIA) > 0 (13.116) 

with p, y E ~+. This also holds for linear combinations of such states. 

13.2.2. Conjugate Representations 

In an irreducible finite-dimensional representation, there is obviously a lowest 
state, also unique. It lies in the W orbit of the highest state, in the chamber exactly 
opposite to the fundamental one. This chamber is specified by the longest element 
of the Weyl group WOo In terms of the highest state A, the lowest state is thus 
given by WoA. Turning a representation "upside down" produces the conjugate 
representation, indicated by A *. Its highest-weight state is the negative of the 
lowest state of the original representation 

I A* = -(WOA) = (-wo)· A I (13.117) 

since p is the highest weight of a self-conjugate representation: p = -Wop. More 
generally, all the weights in nAo are the negatives of those in n A. For su{N), Wo 
is given by 

(13.118) 
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With N = 3, it yields 

(-wo)' (AI,A2) = -SIS2SI(AI + I,A2 + 1) - (I, 1) = (A2,AI) (13.119) 

The conjugation is related to the reflection symmetry of the Dynkin dia­
gram. This readily shows that for su(N), the conjugation amounts to revers­
ing the order of the finite Dynkin labels. Because the Dynkin diagram of 
so(2r + 1),sp(2r),so(4r),G2.F4,E7 , and E8 have no symmetry, all represen­
tations of these algebras are self-conjugate. For the other algebras, self-conjugate 
representations are those with highest weight satisfying: 

Ai = Ar-i su(r + 1): 

so(4r + 2): Ar = Ar-I (13.120) 

E6 : AI = A5, A2 = A4 

13.2.3. Quadratic Casimir Operator 

A generalization of the su(2) quadratic Casimir operator Q can be constructed 
for any semisimple Lie algebra. Up to a scale factor, it is uniquely characterized 
by its commutativity with all the generators of the algebra. In a generic basis {cal, 
it can be checked to be given by 

Q = L [K(£a, £b)rl £a £b (13.121) 
a.b 

where K is the Killing form (which, as already mentioned, is nondegenerate for 
semisimple Lie algebras). In the orthonormal {fa} basis, it is thus 

(13.122) 
a 

On the other hand, in the Cartan-Weyl basis, it reads 

Q = LHiHi + L lal2 (E'E-a +E-aE') 
i a>O 2 

(13.123) 

We note that Q is not an element of g itself; it lies in its universal enveloping 
algebra, which is the set of all formal power series in elements of g. 

Since Q commutes with all the generators of the algebra, its eigenvalue is the 
same on all the states of an irreducible representation. It is most easily evaluated 
on the highest-weight state, using the Cartan-Weyl basis. First, we have 

LHiHi IA) = LAiAi IA) = (A,A)IJ..) (13.124) 

Because E'IA) = 0 for a > 0, the term E-aE' does not contribute. For the 
remaining term, we move Ea to the right of E-a using 

2 2 
[E', E-a] IA) = -2 a . H IA) = -2 (a, A) IA) 

lal lal 
(13.125) 
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The result is 

QIA) = [(A, A) + L(a, A)] IA) 
a>O 

By using the definition (13.47) of the Weyl vector, we can write 

I QIA) = (A, A + 2p) IA) I 
In the adjoint representation, the eigenvalue of the Casimir operator is 

(e, e + 2p) = 2 + 2(e, p) = 2 + 2 La7(a7, wi) 
i.i 

= 2 + 2 L a7 = 2 + 2(g - 1) = 2g 
i 

(13.126) 

(13.127) 

(13.128) 

The quadratic Casimir operator does not distinguish a representation from its 
conjugate 

QIA*) = QIA) 

This follows from the equality 

IA * + pl2 = IA + pl2 

which is itself a simple consequence of Eq. (13.117): 

A* + p = (-wo)· A + p = -WO(A + p) 

(13.129) 

(13.130) 

(13.131) 

and of the invariance of the scalar product with respect to the Weyl group: Iw /-t 12 = 
1/-t1 2• 

The Freudenthal formula (13.113) is obtained by evaluating the trace of Q in 
the subspace associated with the weight A', first using the eigenvalue just obtained 
and then using the explicit form of Q in the Cartan-Weyl basis. 

For su(2), the quadratic Casimir operator is the unique operator that commutes 
with all the generators. However, we mention that for higher-rank algebras there 
exist Casimir operators of higher degree. Their degrees minus one are called the 
exponents of the algebras (tabulated in App. 13.A).8 

13.2.4. Index of a Representation 

The quadratic Casimir operator enters in the definition of an important quantity, 
the index of a representation, which gives the relative normalization of invariant 
bilinear products taken in different representations. 

As already stressed, once a normalization is fixed for the length of the long 
roots, every product is uniquely determined. In particular, the normalization of 
the invariant bilinear form Tr}..(n(Ja)n(Jb)), for n(Ja) standing for a matrix 

8 For simply laced Lie algebras. the exponents can be defined more simply in terms of the eigenvalues 
of the adjacency matrix Gi; = 2 - Ai;: the eigenvalues are of the form 2 cos(njIr/g) where the nj's are 
the exponents. 
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representation of the generator Ja , must be fixed. Here the trace is evaluated in LA. 
The relative normalization of this product with respect to lel 2 defines the Dynkin 
index X A of the representation A 

(13.132) 

An explicit expression for X A can be easily obtained by setting a = b and summing 
over all values of a. The l.h.s. becomes equal to the trace of the quadratic Casimir, 
so that 

dimlAI (A, A + 2p) 
X A =-------

2dimg 
(13.133) 

We note that the Dynkin index of the adjoint representation, A = e, is simply the 
dual Coxeter number 

Xo=g (13.134) 

since dim lei = dim g and (e, p) = g - 1 (cf. Eq (13.128)). 

§13.3. Tableaux and Patterns (su(N)) 

In this section, we introduce a useful diagrammatic representation of highest 
weights, which will also tum out to be a powerful combinatorial tool, particu­
larly efficient in tensor-product calculations. A refinement of this diagrammatic 
representation leads to the simple construction of a complete basis of states in a 
finite-dimensional representation. This will be shown to be equivalent to a descrip­
tion of states in terms of triangular arrays of numbers, the so-called Gelfand-Tsetlin 
patterns. For simplicity, we restrict the whole discussion to su(N). 

13.3.1. Young Tableaux 

A su(N) integrable highest weight A, with Dynkin labels 

A = (AI,··· ,AN-I) 

can equally well be specified in terms of its partition 

where 

(13.135) 

(13.136) 

(13.137) 

To a partition, we associate a Young tableau, which is a box array of rows lined 
up on the left, such that the length of the i-th row is equal to ii. For example, to 
the su(5) weight 

A = (2,0,2,0) = {4; 2; 2} (13.138) 
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(zero entries in partitions being generally omitted) corresponds the Young tableau 

(13.139) 

Dynkin labels provide a dual description of the tableau: Ai gives the number of 
columns of i boxes. The fundamental representation We is described by a single 
column of i boxes. To the scalar representation corresponds a void tableau or, 
equivalently, a single column of N boxes. Allowing for columns of N boxes, 
partitions are fixed by N integers. But clearly, when iN =j:. 0, we can always 
subtract {iN; iN; ... ; iN} (N entries) from the partition, which just amounts to 
eliminating columns of N boxes; for instance, 

{5; 3; 3; 1; 1} = {4; 2; 2} (13.140) 

Tableaux with iN = 0 will be referred to as reduced tableaux, and likewise for 
partitions. 

The transpose of a Young tableau is obtained by interchanging rows and 
columns. We denote by At the corresponding weight. For instance, the transpose 
of A = {4; 2; 2} is 

§=E .. ,, ~ f3;3; 1; I) (13.141) 

With 

(13.142) 

it is not difficult to see that 

ii = number of ij such that ij ~ i (13.143) 

13.3.2. Partitions and Orthonormal Bases 

The entries of the partition (13.136) are the expansion coefficients of a dominant 
weight in a certain basis, which we now describe. We also indicate how partitions 
can be associated with nondominant integral weights, providing a rationale for the 
construction of the next section. 

Elements of su(N) can be represented by N x N traceless matrices. In this 
representation, the Cartan subalgebra is spanned by the set of all diagonal traceless 
matrices. We let eij stand for the matrix with 0 everywhere, except for a single 1 at 
position (i, j) (i-th row, j-th column). With this notation, the elements of the Cartan 
subalgebra are of the form 2:;:'1 lEieii with 2:;:'1 lEi = O. The ladder operators are 
represented by the matrices eij, i =j:. j. The roots are then given by lEi - lEj, i =j:. j, 
and a basis of simple roots is 

i = 1,·· ·,N - 1 (13.144) 
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Generalizing this point of view, we can consider the Ei as orthonormal vectors 
in an (r + I)-dimensional space, and in terms of these vectors, the root lattice is 
simply 

N 

Q= LniEi 
i=1 

N 

with ni E Z and L ni = 0 
i=1 

(13.145) 

With E~ = 1 and Ei . Ej = 0 for i i= j, we see that lal2 = 2 for any root. The 
fundamental weights are related to the simple roots by the quadratic form matrix 
(since here roots are the same as coroots), which leads to 

. N 

Wi = EI + E2 + ... + Ei - !... LEi 
N i=1 

(13.146) 

Hence, the expansion coefficients of a highest weight in the {Ei} basis are exactly 
the entries of the partition 

N-I N 

A = L AiWi = L(ii - K)Ei 
i=1 i=1 

where the ii are related to the Dynkin labels by Eq. (13.137) and K is 

1 N-I 

K= - LjAj 
N j=1 

(13.147) 

(13.148) 

A well-defined partition is thus associated with the highest weight A of each 
representation. The other weights in the representation are obtained by subtracting 
from A the positive roots Ei - Ej. i < j. This construction gives directly their 
expansion coefficients in the {Ei} basis. A weight A' can thus be described by a 
partition {i;; i;; ... ; i'tv}. We stress that the partition of a weight that is not a 
highest weight is not related to the shape of a Young tableau. In particular, such a 
partition is no longer bound to satisfy i; 2': i;+I' 

13.3.3. Semistandard Tableaux 

We now indicate how tableau techniques can be used to explicitly describe all the 
states in a representation. This involves filling the boxes of a Young tableau with 
positive integers, generating the so-called semistandard tableaux. They are defined 
as follows. We let Ci,j be the integer appearing in the box on the i-th row (from 
top) and the j-th column (from left), and satisfying 

1 ~ Ci,j ~ N • Ci,j ~ Ci,j+1 Ci,j < Ci+l,j (13.149) 

In other words, the numbers are nondecreasing from left to right and strictly 
increasing from top to bottom. 

Semistandard tableaux of shape A are in one-to-one correspondence with the 
states in the module LA' The numbering in the semistandard tableaux encodes the 
partition of the corresponding weight. We can think of a box with number i as 
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representing Ej. The number of i's in the semi standard tableau of weight A' = 
{l~; ... ; l~} is given by l~. In the semistandard tableau representing the highest 
weight A, all boxes of the i-th row have number i. The weight of a sernistandard 
tableau is clearly obtained by adding the weights of all its boxes. The weight of a 
box marked with a i is 

Ej = Wi - Wi-I, i=I,· .. ,N (13.150) 

(modulo L E/N) with IiJQ = WN = 0. 
The number of semistandard tableaux of a fixed shape that can be con­

structed with a given partition gives the multiplicity of the corresponding weight 
in the representation. In other words, the rules for constructing semistandard 
tableaux provide a combinatorial realization of the Freudenthal multiplicity 
formula (13.113). 

We consider for example su(3). The semistandard tableaux of the three states 
in the representation WI are 

[] # (1,0) , ~ # (-1, I) , rn # (0,-1) (13.151) 

whereas those in the representation ltJ2 are 

~#(O,I) , m#(1,-l) , ~#(-I,O) (13.152) 

The adjoint representation (1, 1) contains the 8 semi standard tableaux: 

W 11 W21 W31 tffD W21 W 31 ~21 ~31 
(1,1) (-1,2) (0,0) (2,-1) (0,0) (1,-2) (-2,1) (-1,-1) 

(13.153) 
Two distinct semi standard tableaux, that is, two distinct states, correspond to the 
doubly degenerate weight (0,0). Similarly, to the weight (0,0,0) of the su(4) 
representation (2,0,2) (with partition {2; 2; 2; 2}) correspond 6 semistandard 
tableaux: 

r144 22 
3 3 r134 22 

34 r133 22 
44 

13.3.4. Gelfand-Tsetlin Patterns 

r124 23 
34 r123 23 

44 r122 3 3 
44 

(13.154) 

An equivalent representation of the basis of semi standard tableaux is given by 
the Gelfand-Tsetlin patterns. To a given semi standard tableau we associate the 
following triangular array of numbers: 

{J~N> {J<;'> ...... {Jt> 
{J(N -I) {J(N-I) 

I ... N-I 

(13.155) 
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such that fJY) is the number of boxes containing numbers less or equal to j in 
the i-th row (from top) of the semistandard tableau.9 For instance, the following 
semistandard tableau and Gelfand-Tsetlin pattern corresponding to the weight 
(-2,1,0) in the representation (1,2,1) ofsu(4) are equivalent: 

~224 234 
3 

4310 
321 
3 1 
1 

(13.156) 

The first line in the Gelfand-Tsetlin pattern is common to all patterns in the 
representation, being simply the partition of the tableau 

fJ~N) = ii (13.157) 

All the states in a repres~ntation are then generated by filling a triangular array of 
N lines with integers fJY) satisfying 

fJ~) > fJ~) fJ~) > fJ~+I) (13.158) • - .+1 • - .+1 

with the first line fixed by the partition. In this way, the 8 patterns of the (1, 1) 
representation of su(3) are found to be 

210 
21 
2 

210 
2 1 
1 

210 
1 1 
1 

210 
20 
2 

210 
20 
1 

210 
10 
1 

210 
20 
o 

210 
10 
o 

(13.159) 

Their ordering corresponds to the semi standard tableaux (13.153). We note that 
the Gelfand-Tsetlin pattern of the highest-weight state in the representation is 
completely fixed by the partition, being 

i l i2 ...... iN 
il ... iN-I 

(13.160) 

§ 13.4. Characters 

13.4.1. Weyl's Character Formula 

A character is a useful functional way of coding the whole content of a represen­
tation. The character of the representation of highest weight A is formally defined 

9 Stated more simply, the numbers in the first row of the triangular array give the lengths of the 
rows of the semistandard tableau (from top to bottom); the numbers f31N -I) in the second row give the 
lengths of the rows of the semistandard tableau obtained by deleting all the boxes marked by N; the 
third row of the pattern is obtained similarly by deleting all the boxes marked by N and N - I, and so 
on; the last number f3\I) is thus the number of I's in the semistandard tableau. 
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as 

XA = L multA (A')eA' 
A'en" 
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(13.161) 

where the sum is over all the weights of the representation. eA denotes a formal 
exponential satisfying 

eA(~) = e(A.~) 
(13.162) 

On the r.h.s. of the last expression, e is a genuine exponential function, and ~ is an 
arbitrary element of the dual Cartan subalgebra (i.e., an arbitrary weight). 

This formal character is related to the familiar character in the representation 
theory of groups as follows. Let G be the Lie group of g and H an element of the 
Cartan subgroup of G. The character of H in some representation is simply its 
trace evaluated in the corresponding module V: 

TrvH = L mult(y)[y(H)] (13.163) 
y 

where y(H) denotes the eigenvalues of H. Complete information about the rep­
resentation is obtained by considering the group character as restricted to the full 
Cartan subgroup. Since H is associated with an element h of the Cartan subalgebra 
of g by H = exp(h), spanning the full Cartan subgroup amounts to replacing the 
single element h by the vector it = (hI ,h2 , ••• ,hr). Thus y(H) is replaced by 
eA'(ii) = e(A; ... ·.A;) where A' is a weight. For a vector exponent, e must be regarded 
as a formal exponential. 

The expression (13.161) for the character can be brought into a more 
manageable form in two steps (we omit the details). At first, the auxiliary quantity 

Dp = D(ea'2 _e-aI2 ) 

a>O 

(13.164) 

is introduced, and shown to be expressible as a sum over the elements of the Weyl 
group 

(13.165) 

The second step (more involved) consists of showing, using the Freudenthal 
multiplicity formula (13.113), that 

(13.166) 

where DJ..+p is defined from Eq. (13.165) with p replaced by A + p. This last result 
is the famous Weyl character formula 

(13.167) 
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For su(2), with t = eWI , this becomes 

t AI +1 _ r AI - 1 

XA = = tAl + t AI - 2 + ... +rAI 
t - t-I 
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(13.168) 

For some manipulations, it is more convenient to work with the character evaluated 
at a special but arbitrary value ~ 

Lwew E(W) e(w(HPW 
XA(~) =" () (wM) 

L...weWE W e 

13.4.2. The Dimension and the Strange Formulae 

(13.169) 

As an immediate application, we derive a formula for the dimension of a represen­
tation. From Eq. (13.161), it is clear that this amounts to evaluating the character at 
the special point ~ = O. But setting ~ = 0 in Eq. (13.169) leads to an indeterminate 
expression since L E( w) = 0 (W has the same number of even and odd elements). 
Rather, a limiting process must be used. For this we set ~ = t P and consider the 
limit t -+ O. For ~ proportional to p, the character takes the simple form 

XA(tp) = DHp(tp) = Dp(t(A + p» = n sinh(a, (A + p)tI2) 
Dp(tp) Dp(tp) a>O sinh(a, pt12) 

(13.170) 

which yields 

. . () n (A + p, a) 
dim IAI = hm XA tp = () 

t~O a>O p,a 
(13.171) 

For instance, the application of this formula to su(2), su(3), and sp( 4) gives 

dim IAI = AI + 1 su(2) : 

su(3) : 
. 1 

dim IAI = "2{AI + 1){A2 + l){AI + A2 + 2) (13.172) 

sp(4) : dim IAI = ~(AI + 1){A2 + l){AI + 2A2 + 3){AI + A2 + 2) 

Keeping track of the subleading term in Eq. (13.170) leads to another interesting 
formula. At first, we have 

n (A + p, a) { t2 } 
XA{tp) = (a) 1 + 24 [{a, A + p)2 - {a, p)2] 

a>O p, 
(13.173) 

= dim IAI {I + ~ ~){a, A + p)2 - {a,p)2]} 
24 a>O 

Now, as demonstrated in the following paragraph, we can always write 

1 2 
(A, JL) = - ~)A, a){a, JL) = - L (A, a)(a, JL) 

Yael\. Yael\.+ 

(13.174) 
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where the constanty, evaluated below, depends upon the algebra. Thus we have 

X),,(tp) = dim 1).1 { 1 + ~ [I). + pl2 _ Ip12] } 

The comparison of this expression with the t expansion of 

X),,(tp) = L muIt),,().')e(),,',p)t 
),,'en). 

yields 

~ L mult),,().') ().', p)2 = ~dim 1).1 [I). + pl2 _ Ip12] 
2 ),,'eQ). 48 

(13.175) 

(13.176) 

(13.177) 

For the adjoint representation,). = e, and the different nonzero weights).' are the 
roots, which all have multiplicity 1; the l.h.s. then becomes 

111 2 L multlJ().') ().', p)2 = 2 L(p, a)(a, p) = 2Y Ipl2 
),,'en. ae6 

where in the last step we used Eq. (13.174). The r.h.s. is 

:s dim lei (e, e + 2p) = ;! dim g (13.178) 

(cf. Eq. (13.128». This yields the Freudenthal-de Vries strange formula: 

Ipl2 = f2 dim g (13.179) 

We now return to Eq. (13.174). The product Lae6 a« (where at stands for the 
transpose of a) is necessarily proportional to the r x r identity matrix I r : 

(13.180) 

Indeed, the l.h.s. commutes with any element of the Weyl group since the action of 
the latter simply amounts to a permutation of the roots. Since the action of the Weyl 
group on Lae.1 a« is irreducible, this latter quantity must then be proportional to 
the identity. The proportionality constant y is evaluated by taking the trace of this 
equation. With Tr aat = lal2, this yields 

L lal2 = yr (13.181) 
ae6 

The l.h.s. can be evaluated from Eq. (13.132) restricted to the generators of the 
Cartan subalgebra: 

TrlJHiHi = 2glJii 

Setting j = i and summing over i yields 

LLaiai = Llal2 = 2gr 
i ae6 ae6 

(13.182) 

(13.183) 
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This fixes the value of y: 

y=2g (13.184) 

13.4.3. Schur Functions 

In the su(N) orthogonal basis {Ed introduced in Sect. 13.3.2, the characters are 
called Schur functions. In this basis, there is a simple combinatorial formula for 
the dimension of a representation. 

In the orthonormal basis, the Weyl group acts as the permutation group SN of 
the N basis vectors. For instance, the action of Sa with ex = Ei - Ej simply amounts 
to interchanging Ei and Ej. This observation allows us to rewrite the character as a 
ratio of matrix determinants, that is, as a Schur function. To this end we introduce 
the variables 

subject to the constraint 

The formal exponential can thus be written as 

and we have 

eA _ qtlql2. qlN 
- 1 2 •• N 

N 

DA = L eWA = L E(U) n qto(i) = det q? 
WEW UESN i=1 

(13.185) 

(13.186) 

(13.187) 

(13.188) 

Since the i-th entry of the partition of pis N - i, the character can be written as 

det q?+N-i 
X). = S).(ql,··· ,qN) = N-i 

det qj 
(13.189) 

where SA stands for the Schur function. The above denominator is the ubiquitous 
Vandermonde determinant: 

. . (:1 q2 
det qf-l = det q;-I = det : 

N-I N-I 
ql q2 

(13.190) 

which can also be written under the more familiar form 

det qf-i = n (qi - qj) (13.191) 
l~i<j~N 
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The dimension of the representation is calculated by letting all q i approach 1 in 
the expression for the character, with the result 

n (ti - tj + j - i) 
dim IAI = (j _ i) 

1~i<j~N 

(13.192) 

For su(2) andsu(3) reduced tableaux, this is easily seen to reproduce Eq. (13.172). 
(See also Ex. 13.13 for another dimension formula.) 

§13.5. Tensor Products: Computational Tools 

In principle, the problem of calculating tensor products is straightforward. In order 
to calculate the product LA ®LIl , usually written as A®JL, we simply add together all 
pairs of weights A', JL' (belonging respectively to the weight systems nA and nil)' 
taking care of their multiplicities, and reorganize the full set of dim IAI x dim IJLI 
resulting weights in irreducible representations. We write the result under the form 

A ® JL = EB Mil v v (13.193) 
veP+ 

where the sum is taken over all dominant weights, andNAIl v, called a tensor-product 
coefficient, gives the multiplicity of the representation v in the decomposition of 
the tensor product A ® JL. 

In practice, this method is obviously too cumbersome, and more efficient tech­
niques are required. Such methods are described in the next subsections. The first 
one follows directly from manipulations of the Weyl character formula and it is 
completely general. Although theoretically important, as a computational tool it is 
not very powerful. For this reason we introduce two other methods, which, how­
ever, are presented more like recipes. These are the famous Littlewood-Richardson 
rule and the more novel Berenstein-Zelevinsky method of triangles. For these, 
however, the discussion is again restricted to su(N). Another motivation for intro­
ducing these last two methods is that they allow us to determine precisely those 
very states that contribute to the tensor product, a point on which we will expand in 
due time. Furthermore, in their framework, a particular tensor-product coefficient 
can be studied in isolation, that is without necessarily having to compute the full 
tensor-product decomposition. 

But before turning to techniques, we list some general properties of tensor­
product coefficients. It is clear that 

NAOv = 8~ (13.194) 

where 0 stands for the scalar representation (i.e., the representation whose highest 
weight has all Dynkin labels equal to zero and which thus contains a single state). 
On the other hand, the tensor product of a representation with its conjugate always 
contains the scalar representation. It is obtained from the pairing of all the states 
of A with their negatives, which necessarily lie in A * . In other words, 

Nu •o = 1 (13.195) 
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These two relations show that lower and upper indices in N can be interchanged 
by means of the conjugate operation: 

(13.196) 

Let the coefficient N>../-I.o, with three lower indices, correspond to the multiplicity 
of the scalar representation in the triple product J.... ® IL ® u. We thus have 

(13.197) 

13.5.1. The Character Method 

The first method that will be described is based on the specification of a represen­
tation by its character. In consequence, Eq. (13.193) must also hold in character 
form (since the trace of a tensor product is the product of the trace) 

X>..XJ1. = L N>..J1. v Xv 
VEP+ 

(13.198) 

U sing this character equation, we can derive a simple relation between N>..J1. v and 
the multiplicities of the weights IL' in the representation IL, which will lead to an 
efficient way of calculating tensor-product coefficients. We rewrite Eq. (13.198) 
under the form 

L E(w)ew(>,,+p) L multJ1.(IL')eJ1.' = L N>..J1. v L E(W)ew(v+p) (13.199) 
WEW J1.'EQ" VEP+ WEW 

(using Eq. (13.167) for X>.. and Xv and Eq. (13.161) for Xj.t) and compare the 
contributions of both sides restricted to the fundamental chamber. Since v E P +, 
only the identity element of the Weyl group contributes on the r.h.s. If J.... + IL' E P + 
on the l.h.s., then again only w = I contributes. Otherwise, we first rewrite the 
second sum on the l.h.s. as 

L multJ1.(IL' )eJ1.' = L multJ1.(IL')eW",J1.' (13.200) 
J1.'EQ" J1.'EQ" 

foranywJ1.' E W (the multiplicity being constant along a Worbit). The contributing 
element is the particular element of the Weyl group w /-I.' that reflects the weight 
J.... + IL' in the fundamental chamber; it contributes with the sign E( w J1.' ). This proves 
the relation 

,.,,'eQIJ, 
weW""().+Il')=veP+ 

E(W) multilL') (13.201) 

where we dropped the index IL' from W for simplicity. There are two summations 
here:· a sum over all the weights in the representation IL and a sum over those 
elements of the Weyl group that satisfy the condition w . (J.... + IL') = v E P +. The 
result can be rewritten more simply, with a single summation, as 

N>..J1. v = L E(W) mult/-l.(w . v - J....) (13.202) 
WEW 
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This method will be referred to as the character method. Its theoretical interest 
lies in its generality and in that it has a direct extension for affine fusion rules. 

13.5.2. Algorithm for the Calculation of Tensor Products 

Formula (13.202) can be translated into the following algorithm. In order to calcu­
late the product A ® IL, we first write down all the weights IL' in the representation 
IL and add each of them to A + p. Degenerate weights are treated separately. The 
resulting weights A + p + IL' are of two types: 
(i) those that can be reflected into dominant weights by an element W E W of the 
finite Weyl group; 
(ii) those in the W orbit of a weight with some vanishing Dynkin labels. 

Weights of type (i) contribute E(W) to the tensor-product coefficient M/-,v, 
where v is the resulting dominant weight. NAil v is obtained from the sum of all 
these contributions. 

By definition, a weight ~ of type (ii) is such that there is aWE W for which 
w~ has at least one vanishing Dynkin label. If, for instance, (W~)i = 0, then 
Si(W~) = o. Such weights can be ignored since they could be counted with both 
E(W) and E(SiW) = -E(W). They are located at one boundary, or a Weyl reflection 
thereof, of the fundamental chamber. 

It should be stressed that reflecting a weight in the fundamental chamber is a 
finite process: at most I~+I (the number of positive roots) reflections are needed. 

Reformulated in terms of the shifted action of the Weyl group, the procedure is 
as follows: If A + JL' can be reflected into a dominant weight by the shifted action 
of the Weyl group-that is, if there exists aWE W such that W . (A + IL') E P +­
it contributes E(W) to MIL v; if it cannot, it is ignored. 

su(2) EXAMPLE 

As a simple illustration of this procedure, consider the su(2) tensor product (2) ® 
(7). We display on the su(2) weight lattice all the weights of the representation 
(7), (-7WI, -SWI, ... , 7WI), augmented by 2wI. A shifted Weyl reflection here is 
a reflection with respect to the weight -WI (as p = WI). The weight -WI is of type 
(ii) and it is thus ignored. By reflection, the nondominant weights -SWI and -3wI 
are sent respectively onto 3Wl and WI, and contribute with a minus sign, which 
cancels the contribution of the representations (1) and (3). This is illustrated in 
Fig. 13.6, from which the result of the tensor-product decomposition is directly 
read off: 

(2) ® (7) = (5) E9 (7) E9 (9) (13.203) 

This agrees with the familiar rules of angular-momentum addition. 

su(3) EXAMPLE 

Consider the su(3) tensor product (1, 0) ® (2, 0). The six weights in the represen­
tation (2,0) are {(2,0), CO, 1), (1, -1), (-2,2), (-I,D), (0, -2)}. Adding (1,0) 
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-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 

Figure 13.6. The su(2) tensor product (2) ® (7). The weights of the representation (7) 
are centered around 2Wl and the nondominant weights are Weyl reflected back into the 
dominant sector. 

to each of them yields: 

(3,0), (1,1), (2,-1), (-1,2), (0,0), (1,-2) (13.204) 

The third and fourth of the weights (13.204) are ignored since they are respectively 
invariant under the shifted action of 52 and 5 1 (and are therefore of type (ii». Acting 
on the sixth one with 52· yields 

52· (1, -2) = 52(2, -1) - (1, 1) = (2, -1) + (-1,2) - (1, 1) = (0,0) 

Hence the reflection of the sixth weight into the fundamental chamber contributes 
to E(52)(0,0) = -(0,0), and consequently cancels the contribution of the fifth 
weight in (13.204). The final result is 

(1,0) ® (2,0) = (3,0) $ (1, 1) 

as illustrated on Fig. 13.7. 

--.----
(1,1) / (3,0) 

/ 

\ \ / ..... 
(00) _-1--

, ~\ ___ / (2,-1) 
\ ;',- I 

-,\' \ / 

' .. \ I '-. (1,-2) 

(13.205) 

Figure 13.7. The su(3) tensor product (I,O) ® (2,0) by the method ofWeyl reflections. 

In these two examples, it would have been wiser to interchange the roles of the 
two representations. For instance, adding (2,0) to the three weights of the repre­
sentation (1,0) gives directly (3,0), (1, 1), (2, -1), and the last one is ignored. 
Choosing for JL the highest weight of the smallest of the two representations sim­
plifies the calculation in two respects: fewer states need to be considered and most 
of the weights in the representation JL, when added to A, are dominant. 
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13.5.3. The Littlewood-Richardson Rule 

The Littlewood-Richardson rule is a simple and powerful algorithm, formulated 
in terms of the product of Young tableaux. This algorithm proceeds as follows: 
In the second tableau, we fill the first row with I 's, the second row with 2 's, and 
so on. Then we add all the boxes with a 1 to the first tableau and keep only the 
resulting tableaux that satisfy the following two conditions: 
(i) They must be regular: the number of boxes in a given row must be smaller or 

equal to the number of boxes in the row just above. 
(ii) They must not contain two boxes marked by 1 in the same column. 

Tableaux that do not satisfy these conditions are ignored. To the resulting 
tableaux, we then add all the boxes marked by a 2 and again we keep only the 
tableaux that satisfy (i) and (ii), where in (ii), 1 is replaced by 2. We continue until 
all the boxes of the second tableau in the original product have been used. In this 
process an additional rule must be respected: 

(iii) In counting from right to left and top to bottom, the number of 1 's must always 
be greater or equal to the number of 2 's, the number of 2's must always be 
greater or equal to the number of 3 's, and so on. 
The resulting Littlewood-Richardson tableaux are the Young tableaux of the 
irreducible representations occurring in the decomposition. 
A warning: In this process, we do not construct semistandard tableaux! How­

ever, in Littlewood-Richardson tableaux it is clear that the numbers are strictly 
increasing in each column and they are nondecreasing in rows. 

For example, consider the su(3) tensor product (2,0) ® (I, 1): 

OJ®W 1 ) 

The tableaux obtained after the first step are 

) ) 11111, tpTI, tim 
Adding now the box marked by a 2 yields 10 

p. @fl. rm· WII 
from which we read off 

(2,0) ® (I, 1) = (3, 1) E9 (I, 2) E9 (2,0) E9 (0, 1) (13.206) 

(for su(3), columns of three boxes are ignored). 
The multiplicity of a given representation v in the tensor product A ® f.L can be 

evaluated directly, without necessarily having to calculate the full decomposition. 
For this we simply add to the Young tableau representing A all boxes of the tableau 
f.L such that the resulting tableau has weight v. The added boxes are then filled 

10 Rule (iii) prevents us from adding a box marked by a 2 at the end of the first row. 
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with the following set of numbers: 1 (ILl + ... + ILN-I times), 2 (IL2 + ... + ILN-I 
times), up toN -1 (ILN-I times), in a way that respects the Littlewood-Richardson 
rule. M/.l v is the number of distinct Littlewood-Richardson tableaux that can be 
produced in this way. 

For instance, to the su(4) tensor product (1,2,1) ® (1,2, 1) ~ (1,2,1), there 
correspond 5 Littlewood-Richardson tableaux: 

V I VI 1 2 1 2 
2 2 1 2 

1 3 2 3 

Virl 22 22 
1 1 1 3 

2 3 1 2 

P I 
1 2 

1 3 
22 

which means that the tensor-product coefficientN(I2I)(12I)(I21> is 5. 
In some applications, it is necessary to know which states contribute to the 

tensor product. It turns out that this information is coded in the Littlewood­
Richardson tableaux. More precisely, there is a one-to-one correspondence be­
tween a Littlewood-Richardson tableau associated with the product A.® J-L ~ v and a 
Gelfand-Tsetlin pattern {pY>} of weight IL' = v - A. in the representation IL. The en-

tries pJi) of the Gelfand-Tsetlin pattern can be read off the Littlewood-Richardson 
tableau as follows: 

p~i) = number of j's in the first i rows of 
I 

the Littlewood-Richardson tableau 
(13.207) 

The states associated with each Littlewood-Richardson tableau in the previous 
example are V 4310 F 1 2 330 

2 2 ~ 31 # 233 

13 2 
4 V 4310 

~ 1 2 420 
1 2 ~ 31 # 234 

23 2 
4 r 4310 p 1 2 41 1 

1 3 ~ 31 # 244 

22 2 
3 r 4310 r 22 420 224 

1 1 ~ 22 # 4 
23 2 
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P I 4310 
22 321 

13 -+- 22 ~ 
122 
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p¥134 
224 
3 

(13.208) 

The weight IL' = v - A = (0,0,0) in the representation (1,2, 1) has multiplicity 
7. The two states that do not contribute to the tensor product are 

For completeness, we mention that this relationship between states and 
Littlewood-Richardson tableaux can be used to obtain an algebraic description 
of the tensor-product coefficients: 

NJ,.,/ = number of Gelfand-Tsetlin patterns {t~ji)} (13.209) 
of weight IL' = v- A in the representation 
IL that satisfy the conditions dji) :5 Ai for 
all values of j , 1 :5 j :5 i :5 N - 1 

where 

dji) = L (f3~+1) - 2f3~) + f3~-1) + (f3Y+l) - f3ji» (13.210) 
I::;n<j 

For the first noncontributing pattern of the previous example: d~3) = 2 > A3 = I, 

and for the other one: d~l) = 2 > Al = 1. 

13.5.4. Berenstein-Zelevinsky Triangles 

Berenstein-Zelevinsky triangles (BZ) provide a powerful way to calculate the mul­
tiplicity of a triple product, that is, the multiplicity of the scalar representation in 
A ® IL ® v. (We point out the slight change in the notation for the third weight: 
we take it to be v instead of v· .) They also contain information on the states 
contributing to the product. We first describe the construction for su(3). 

We consider the set of three su(3) highest weights (AI, A2). (ILl. IL2). and 
(VI. V2). We construct triangles according to the following rules: 

(13.211) 

where the nine nonnegative integers lij , mij. nij are related to the Dynkin labels of 
the three integrable weights by 

m13 + nl2 = Al n13 + 112 = ILl 
m23 + n13 = A2 n23 + 113 = IL2 

113 +m12 = VI 
123 + m13 = V2 

(13.212) 
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They must further satisfy the so-called hexagon conditions 

nl2 + m23 = n23 + m12 

112 + m23 = 123 + m12 

112 + n23 = 123 + n12 

529 

(13.213) 

This means that the length of opposite sides in the hexagon formed by 
n12, 1231 m12, n23, 112 and m23 in (13.211) are equal, the length of a segment 
being defined as the sum of its two vertices. 

The number of such triangles gives the value of NAlLv • If it is not possible to 
construct such a triangle, it means that v* does not occur in the tensor product 
A. ® JL. 

The integers in the BZ triangles have the following origin. Each pair of indices 
ij 1 i < j 1 on the labels of the triangle is related to a positive root of su (3). We recall 
that the positive roots of su(N) can be written as Ei - Ej lIS i < j S N in terms of 
orthonormal vectors Ei in ]RN. The triangle encodes three sums of positive roots: 

JL+v-A.* L lij(Ei - Ej) 
j<j 

v+A.-JL* L mij(Ei - Ei) (13.214) 
i<j 

A. + JL - v* = L njj(Ej - Ej) 

i<j 

The hexagon relations (13.213) can be seen as consistency conditions for these 
three expansions. 

The four triangles for the example (13.206) are 

2 
o 1 

o 0 
o 0 1 

1 
1 0 

o 1 
o 1 0 1 

1 
o 

o 

1 
o 

o 

o 
2 0 

o 1 
o 1 1 0 

(13.215) 

On the other hand, corresponding to the coupling (2,2) ® (2,2) ® (2,2), three 
triangles can be constructed: 

o 
2 2 

2 2 
o 2 2 0 

1 

1 
1 

1 1 

2 
o 0 

o 0 
200 2 

(13.216) 

and accordingly the multiplicity of the scalar representation in this triple product 
is 3. 

The states involved in a specific coupling can be read off a triangle as follows. 
Consider the product A. ® JL ::J v* associated with the triangle (13.211). The state 
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of weight /-L' = v· - A in this coupling is described by the Gelfand-Tsetlin pattern 

/-LI + /-L2 /-L2 o 

(13.217) 

/-LI + /-L2 - nl3 - nl2 

For example. the Gelfand-Tsetlin patterns and corresponding semistandard 
tableaux in the representation /-L = (2,2) associated with the three triangles of 
the last example (13.216) are (in the same order) 

420 ~ 
40 #~ 
2 

4 2 0 III:!:ill] 
31 #~ 
2 

4 2 0 IIIIJ3T3l 
22 #~ 
2 

For sue 4). the BZ triangles are defined in a similar way. in terms of eighteen 
nonnegativeintege~: 

(13.218) 

nl4 112 

related to the Dynkin labels by 

ml4 + nl2 = AI nl4 + 112 = /-LI 114 + ml2 = VI 
m24 + nl3 = A2 n24 + 113 = /-L2 124 + ml3 = v2 (13.219) 
m34 + nl4 = A3 n34 + 114 = /-L3 134 + ml4 = V3 

Furthermore. a sue 4) BZ triangle has 3 hexagons: 

n12+m24 = ml3+n 23 

n12+134 = b+n23 nl3+m 34 = n24+m 23 

m34 +112 = 123 +m23 

n23+m23 = m12+n 34 

113 +m23 = 124 +m12 
(13.220) 

The su(N) generalization is straightforward; the triangles are built out of (N -
1 )(N - 2)/2 hexagons and three comer points. On the other hand. for su(2) there 
are no hexagons: the tensor products are described by the simple triangles 

ml2 
nl2 112 

written in terms of three nonnegative intege~ constrained by 

ml2 +n12 = AI 

nl2 + 112 = /-LI 

112 +m12 = VI 

(13.221) 

(13.222) 
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With AI and ILl fixed, VI satisfies 

VI = AI + ILl - 2n12 (13.223) 

which reproduces the rule for su(2) tensor products in a very simple way. 
With the last two methods described, it is possible to study a particular triple 

product in isolation, that is, without necessarily computing the full product A ® IL. 
This is a clear advantage when reasonably large representations are involved. The 
BZ triangles have the further advantage of preserving most of the symmetries of 
the tensor-product coefficients. In fact, the only symmetry that is not manifest is 
NA/-tv =N/-tAV' 

We note finally that, in contradistinction with the Littlewood-Richardson rule, 
the generalization of the BZ triangles to so(N) and sp(N) is unknown at this time. 

§13.6. Tensor Products: A Fusion-Rule Point of 
View 

In this section we discuss tensor products from a point of view close in spirit to 
the approach used in fusion-rule calculations. At first, we indicate how generic 
tensor-product coefficients are fixed by associativity in terms of tensor-product 
coefficients involving the fundamental representations. We recall that for minimal 
models, the fusion ring was found to be generated by cfJO.2) and cfJ(2.1)' In that 
context, Chebyshev polynomials appeared naturally. These polynomials and their 
generalizations resurface here. In a second step, we derive the Lie algebra version 
of the Verlinde formula (10.201). 

The associativity of tensor products translates into the following condition 

LNA/' Nav~ = LN/-t}N~AI; (13.224) 
a ~ 

It is clear that if A and IL are fundamental representations, any general coefficient 
Navl; can be deduced from this condition whenever all tensor-product coefficients 
involving at least one fundamental representation are known. Again, by introducing 
a matrix N A with entries 

(13.225) 

we see that the associativity requirement boils down to the commutativity of the 
matricesN: 

(NANv)/-t~ = (NvNA)/-t1; 

These matrices provide a representation of the tensor-product algebra: 

NANv = L NAVa Na 
aeP+ 

(13.226) 

(13.227) 

Here we did nothing but rewrite (13.224) in matrix form. We note that these 
matrices are infinite. 
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We will now see how Chebyshev-like polynomials arise in this picture. We 
consider first the su (2) case. From the Littlewood-Richardson rule (or the angular­
momentum addition theory), we easily see that 

(1) ® (n) = (n + 1) E9 (n - I) (13.228) 

where it is understood that if the Dynkin label n - 1 is negative, the second 
representation on the r.h.s. is omitted. The comparison of this product rule with 
Eq. (13.227) shows that the matrix Nt is simply: 

(13.229) 

Mutually commuting matrices associated with other representations can be con­
structed as follows. One first observes that Eq. (13.228) translates into the following 
relation 

(13.230) 

which can be regarded as a recurrence relation to be solved for N n in terms of Nt. 
This becomes clearer if we replace Nt by x, N n by Un(x) and rewrite the above 
equation in the form 

xUn = Un+t + Un- t (13.231) 

With Uo = 1, Ut = x, this is the defining relation for Chebyshev polynomials of 
the second kind, which already arose in the context of minimal-model fusion rules 
(cf. Eq. (8.101». The desired expression for N n is thus 

N n = Un(Nt ) (13.232) 

For instance, given the matrix Nt-which fixes all tensor products with the fun­
damental representation-the matrix N2 describing the products with the adjoint 
representation is 

N2 =Nf-l (13.233) 

That is, 

Nl~G 
1 0 0 0 """) c 0 
0 1 0 0 ... 0 1 
1 0 1 0 ..• ===} N2 = 1 0 
0 0 1 ... 0 1 

1 0 0 

""") 
0 1 0 ... 
1 0 1 
0 1 0 

(13.234) 
from which we read off directly that 

(2) ® (0) = (2) 

(2) ® (1) = (1) E9 (3) (13.235) 

(2) ® (2) = (O) E9 (2) E9 (4) 

and so on. Because they are all constructed out of polynomials in Nt, the matrices 
N n necessarily commute among themselves. 
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It is interesting to construct the generating function of the Chebyshev polyno­
mials. This is done in the standard way: one multiplies Eq. (13.231) by tn and 
sums the result from n = 0 to n = 00; by simple manipulations, each term can be 
reexpressed in terms of 

00 

F(x; t) = L Untn (13.236) 
n=O 

with the result 

xF = (F - 1)/t + tF (13.237) 

that is, 

F(x' t) = __ 1_--::-
, 1 - xt + t2 (13.238) 

A similar analysis can be done for any Lie algebra. For instance, for su(3), the 
Littlewood-Richardson rule immediately tells us that 

(1,0) ® ()"I, A2) = (AI + 1, A2) E9 (AI, A2 - 1) E9 (AI - 1, A2 + 1) 
(13.239) 

Again, we can replace the representations in these expressions by their corre­
sponding tensor-product matrices NO".ld' These matrices tum out be expressible 
in terms of some generalized Chebyshev polynomials UO",A2)' a function of two 
variables XI, X2 associated respectively with N{1,o) and N(o, I), as follows: 

N(A"A2) = U(A"A2)(N{1,0),N(0,1) == U(A"A2)(XI,X2) 

These polynomials are defined in terms of the generating function 

00 

F(XI,X2; t,s) = L U(A"A2)(XI,X2) tA'sA2 
A"A2=0 

1 - ts 
=~------~----~~------~----= 

(1 - tXI + t2X2 - t3)(1 - SX2 +S2XI - S3) 

The details ofthis analysis are left to the reader (cf. Ex. 13.20). 

(13.240) 

(13.241) 

We now tum to a Lie algebra version of the Verlinde formula (10.201). The 
starting point is the character product form (13.198), in which all the characters 
are supposed to be evaluated at the particular point 

r 

X = -21l'i Ltia~ (13.242) 
i=1 

where the tj's are real numbers valued in the range [0,1]. With XA = D>..+p/Dp, 
this becomes 

(13.243) 
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The DJ..+P(X)'s satisfy the following orthogonality relation 

11 (I! dti) DJ..+p(X)Dp.+p(X) = IWI8p.,).." (13.244) 

where IWI is the order of the Weyl group. This follows directly from the definition 
(13.165) and the expression (13.117) for the conjugate of a representation, which 
implies that D),"+p(X) is the complex conjugate of DJ..+p(X). To proceed, we mul­
tiply Eq. (13.243) by Du"+p(X) and integrate the result over X (i.e., integrate over 
all ti's from 0 to 1). This gives the desired Verlinde-type formula 

Ar u = (1(ndt.)S)'(X)SP.(X)Su(X) (13.245) 
JV),11 10 . I So (X) 

I 

where 

(13.246) 

Such an S matrix is analogous to the one obtained for a finite group in Ex. 10.18: 
it is indexed by r discrete numbers, the Dynkin labels Ai, and r continuous ones, 
the ti. This immediately tells us that such an S matrix cannot be a transformation 
matrix of characters into themselves, like the modular transformation matrix. For 
su(2), it takes the simple form 

S),I (tl) = -i..fi sin[21rtt (At + 1)] (13.247) 

§13.7. Algebra Embeddings and Branching Rules 
As mentioned in the introduction, we will often encounter "affine" generalizations 
of simple Lie algebra embeddings. This fact motivates the general remarks of this 
section. 

13.7.1. Embedding Index 

We first present different ways of characterizing an embedding peg, deferring 
classification issues to the next subsection. 

i) Branching rules: 
Viewed from the standpoint of the smaller algebra p, an irreducible representa­
tion of g usually breaks down into many irreducible representations of p. Such 
decompositions are called branching rules and are noted as 

L), t-+ EB b)'IlLIl (13.248) 
IlEP+ 

or simply as 

(13.249) 
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The branching coefficient bAil- gives the multiplicity of the irreducible represen­
tation IL of p in the decomposition of the irreducible representation .l.. of g. The 
decomposition of the lowest-dimensional nontrivial representation is sufficient to 
characterize an embedding. To each of its inequivalent branching rules corresponds 
a distinct embedding. 

ii) Projection matrix: 
A projection matrix P gives the explicit projection of every weight of g onto a 
weight of p. Hence, to calculate the branching rules one first projects all the weights 
of a given irreducible representation of g into p-weights and reorganizes them into 
irreducible representations. Projection matrices are not unique: a Weyl reflection 
of the root diagram modifies them without affecting the embedding. 

iii) Embedding index: 
The embedding index Xe is defined as the ratio of the square length of the projection 
of e. the highest root of g. to the square length of the highest root of p, which is 
denoted by iJ: 

(13.250) 

Given a branching rule. the embedding index can also be calculated from 

(13.251) 

where X A is the index of the representation .l.. of g defined in Eq. (13.133). The 
proof of this relation is left as an exercise (cf. Ex. 13 .22). 

• (-1,2) (1,1) 4 

2 

. - o 
(-2,1) (0,0) (2,-1) 

-2 

(-1,-1) • (1,-2) -4 

Figure 13.8. Projection of the 5u(3) adjoint representation onto 5u(2). 

As an example, we showhowsu(2) can be embedded intosu(3). Fig. 13.8 shows 
how the su(3) root system is projected along the highest root vector and gives a 
possible assignment of the su(2) weights. The representation (I, 1) of su(3) de­
composes into the su (2) representations (2) €a (4) (of respective dimension 3 and 
5); it is thus characterized by the branching rule: 

(I, 1) r+ (4) €a (2) (13.252) 
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The embedding index is easily found by noticing that the highest weight of su(3), 
al + a2, is projected onto 2a1• The ratio of highest roots is thus 4, and Xe = 4. 
This can also be seen from Eq. (13.251) using the branching rule (13.252). The 
required representation indices are: 

su(3) : x(1,1) = 3 

su(2) : X(4) = 10, X(2) = 2 
(13.253) 

Their substitution in Eq. (13.251) reproduces the value Xe = 4. The projection 
matrix for this embedding can be chosen as 

P(4) = (2,2) (13.254) 

if the su(3) weight is written in a column matrix whose entries are its Dynkin 
labels. Hence, the su(3) weight (A. I ,)d is projected into the su(2) weight of 
Dynkin label2AI + 2A2 (which is thus always even): 

(2,2) (~~) = (2AI + 2A2) (13.255) 

Using this matrix, the branching rules (1,0) t-+ (2), (0,1) t-+ (2) are easily 
derived. I I 

Dividing all su(2) Dynkin labels by 2 in Fig 13.8 leads to another possible 
assignment for the su(2) weights. The branching rule specifying this embedding 
is 

(1,1) t-+ (2) E9 2(1) E9 (0) (13.256) 

Because al +a2 is projected onto aI, the embedding index is equal to 1. A candidate 
projection matrix for this embedding is 

P(1) = (1, 1) (13.257) 

The basic branching rule is (1,0) t-+ (1) + (0). 
These two embeddings are most conveniently described by means of the 

following generating functions: 

1 

(13.258) 
F _ (1 + LI~M2) 

(4) - (1 - LIM2)(1 - L2M2)(1 - Li)(1 - L~) 

where the subscript indicates the embedding index. To obtain the decomposition 
of the su(3) weight (AI, A2), we expand F and collect all the terms multiplying 
L~' L;2; its coefficient, of the form aMm + bM" + ... , codes the decomposition 
of (AI, A2): 

(13.259) 

II This shows the simple origin of this embedding: The three-dimensional representation of 5u(2). 
which is the fundamental representation of 50(3). can be realized in terms of 3 x 3 5u(3) matrices. 



§13.7. Algebra Embeddings and Branching Rules 537 

We take for instance the embedding with Xe = 4. In the power expansion of F(4) , 

the term LiLg is multiplied by M6 + M2, so that 

(3, 0) ~ (6) E9 (2) (13.260) 

A few remarks complete this discussion. An obvious necessary condition for 
the branching coefficient b)..JJ- to be nonzero is 

PA -IL E PQ (13.261) 

where Q is the root lattice of g. This simply means that the integrable weight 
IL must lie somewhere in the integrable representation A, after projection; since 
any weight in 0).. can be obtained from A by subtracting an appropriate number 
of positive roots, the condition follows. In the examples above, the root lattice 
projects as follows. For the first embedding, 

Xe = 4 : PQsu(3) = Qsu(2) (13.262) 

since the su(3) roots al and a2 are projected onto the su(2) weight 2WI, that is, 
onto the su(2) simple root al. The condition (13.261) forces then 

(PA)I = ILl mod 2 (13.263) 

where (PA)I is the Dynkin label of the projected su(3) weight. For the other 
embedding, we find that both al and a2 are mapped onto WI of su(2), so that 

Xe = I: PQsu(3) = Psu(2) (13.264) 

where, as usual, (noncalligraphic) P stands for the weight lattice. As a result 
Eq. (13.261) gives no constraint: both A and IL are integrable weights. 

We note finally that a useful tool for the computation of branching rules uses 
tensor products. If 

A ~ ffib)"JJ- IL and ~ ~ ffib~v v (13.265) 
v 

then 

A ® ~ ~ ffi b)..JJ-b~v IL ® v (13.266) 
JJ-,V 

For instance, given the branching rules (1, 0) ~ (1) E9 (0) and (0, 1) ~ (1) E9 (0) 
for su(2) C su(3) with Xe = I, we find the branching rule for (2,0) from 

(1,0) ® (1,0) = (2,0) E9 (0, 1) ~ [(1) E9 (0)] ® [(1) E9 (0)] = (2) E9 2(1) E9 2(0) 
(13.267) 

that is, (2, 0) ~ (2) E9 (1) E9 (0). 

13.7.2. Classification of Embeddings 

We now briefly address the question of classifying the possible embeddings. The 
following discussion is restricted to maximal embeddings; these are embeddings 
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peg for which there is no p' such that p c p' c g. All nonmaximal embed­
dings can be obtained from a chain of maximal ones. We also suppose that g is 
semisimple; that also makes p semisimple up to a possible u(I) factor. 

The simplest embeddings are those for which there exists a basis of g in which 
a subset of generators form the generators of p. In other words, if the p generators 
are denoted by a tilde, we have {Ea} c {Ea} and {iIi} c {Hi}. These are called 
the regular subalgebras. The maximal regular subalgebras have the same rank as 
the algebra g and they are easily described in terms of the root system of g. 

We first construct the extended Dynkin diagram of g by adding an extra node, 
associated with -9. The extended Dynkin diagrams are displayed in Fig. 14.1 of 
Chap. 14. Promoting -9 to a "simple root" preserves the characteristic property 
that the difference between two simple roots is not a root (Le., ai +9 cannot be a root 
since 9 is the highest root). However in order to restore the linear independence of 
the simple roots, at least one ai has to be removed from this augmented set of simple 
roots. All semisimple maximal regular subalgebras are obtained by removing from 
the extended Dynkin diagram of g any node whose mark is a prime number.12 
Maximal regular algebras that are not semisimple are constructed from the removal 
of two nodes with mark ai = 1 and the addition of a u( I) factor. The embedding 
su(2) C su(3)withxe = 1 is a regular embedding because it can be obtained from 
su(3) by dropping on~ simple root (hence two simple roots with unit mark from 
the extended su(3) diagram). However, it is not a maximal embedding, being 
associated with the regular chain su(2) c su(2) E9 u(1) c su(3). As another 
example, consider the extended Dynkin diagram of Es out of which one of the 
simple roots {ab a2, a4, a7, as} is removed. The resulting algebras in each case 
are, respectively, su(2) E9 E 7 , su(3) E9 E 6 , sue 4) E9 so(11), so(16) and su(9). 
Since Es has no simple root with unit mark, its maximal regular subalgebras are 
all semisimple. 

The calculation of branching rules in a regular embedding proceeds as follows. 
We first add to all the weights in the representation LA an extra Dynkin label, 
associated with the extra simple root -9. Since the decomposition of 9 in terms of 
the simple coroots is known (the expansion coefficients being the comarks), this 
extra Dynkin label is simply 

Lo= - L:ar>'i 
i 

(13.268) 

12 With the exceptional algebras, deleting a simple root from the extended diagram may give an 
algebra contained in one obtained from the removal of another simple root from the same extended 
diagram. The following list is exhaustive: 

F,jU3 C F41u4, E7/u3 C E7/u1, 

Ea/as c Ea/a2. Ea/u3 c Ea/u7 

Here gJaj stands for the algebra associated with the extended diagram with the simple root aj deleted. For 
each case in which the removed root does not lead to a maximal algebra, we see that the corresponding 
mark is not a prime number. 
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If the regular subalgebra p is obtained by deleting the simple root aj, we simply 
delete the Dynkin label Aj from all the weights. The resulting weights are exactly 
the projected weights, and they can be reorganized into irreducible representations 
of p. This is illustrated in Ex. 13.25. The same procedure works for the semisimple 
algebra obtained from the removal of two nodes. 

Table 13.1. Maximal semisimple special algebras of exceptional Lie algebras. 
The upper index gives the value of the embedding index. 

Exceptional g Maximal special p 

E8 

Nonregular subalgebras are called special subalgebras. There is still a gen­
eral method for obtaining the special embeddings of the classical algebras, but 
the exceptional ones require a case-by-case analysis, whose result is given in Ta­
ble 13.1. For the classical algebras, we use the realization of the corresponding 
compact groups as a group of matrices. This makes the following embeddings 
almost immediate: 

su(P)ffisu(q) csu(pq) 

so(P) ffi so(q) C so(pq) 

sp(2p) ffi sp(2q) c so( 4pq) 

sp(2p) ffi so(q) C sp(2pq) 

so(P) ffi so(q) c so(p + q) 

(13.269) 

for p and q odd 

On the other hand, if the algebra p has an N-dimensional representation with an 
invariant bilinear form, p can be embedded in so(N) (resp. sp(N» if this bilinear 
form is symmetric (resp. antisymmetric). If the representation has no invariant 
bilinear form, it realizes an embedding into su (N). 13 A necessary condition for LA 

to have an invariant bilinear form is that -A E QA' which means that LA must be 
self-conjugate. These representations have already been identified in Sect. 13.2.2. 
The symmetry of the bilinear form is determined by the height of the representation, 
defined in terms of a height vector u, tabulated in App. 13.A. The form is symmetric 

13 The subalgebra obtained in this way is generally maximal. but there are a few exceptions. 



540 13. Simple Lie Algebras 

(resp. anti symmetric) if A . U = Lj AjUj = 0 (resp. 1) mod 2. For instance, all 
representations of su(2) are self-conjugate (UI = 1), so the representation LA 
is symmetric when AI is even, in which case it leads to the special embeddings 
su(2) C SO(AI + 1). An interesting generic example is p C so (dim p). Indeed, 
the adjoint representation is always self-conjugate (i.e., the highest weight is {} and 
-{} is also a root) and it has a symmetric bilinear form (the Killing form). 

In the following chapters we often encounter a special embedding, which, al­
though not maximal, deserves a particular mention. This is the diagonal embedding 
g C g E9 g, in which the two weights (A, JL) of g E9 g are projected onto the weight 
A + JL. Because the highest root is of the same length for the algebra and its 
subalgebra, the embedding index of a diagonal embedding is always equal to 1. 

Appendix I3.A. Properties of Simple Lie Algebras 

The following summaries present the essential information needed for all simple 
Lie algebras. The Cartan notation is used, and, for the classical algebras, the com­
pact real form is also given in parentheses. For each algebra, we present the Dynkin 
diagram, a short list of basic properties, the Cartan matrix and the quadratic form 
matrix. Black nodes in the Dynkin diagrams refer to short roots. The numbers ap­
pearing beside the nodes of the Dynkin diagrams give (in this order) the numbering 
of the corresponding simple root, its mark, and its comark. For simply laced alge­
bras, the third entry is omitted (marks and comarks are identical). The numbering 
of the simple roots also gives the numbering of the fundamental weights; this is 
the numbering used when a weight is specified in terms of a sequence of Dynkin 
labels as A = (AI,"', Ar). Marks and comarks are defined in Eq. (13.33). The list 
of properties includes the dimension of the algebra, the dual Coxeter number g, 
the order of the Weyl group IWI, the highest root () (in Dynkin label notation), the 
finite group that corresponds to the ratio of the weight lattice P to the root lattice 
Q, the associated congruence vector (v, defined in Sect. 13.1.9), the height vector 
(u, defined in Sect. 13.7.2) and the exponents (defined at the end of Sect. 13.2.3). 
For some algebras, the entry "PIQ" and "congruence vector" do not appear; for 
those cases, PIQ = I. 

Ar~:Z (su(r + 1)) 

6 

(1;1) 

(2;1) 

(3;1) 

(r;l) 

dimg=r2 +2r 
g=r+I 
IWI = (r+ 1)! 
()=(l,O,···,1) 
PIQ =Zr+1 
v=(l,2,···,r) 
U = (r, 2(r - 1), ... , r) 
exponents = 1,2,···, r 
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Cartan matrix: 

2 -1 0 
-1 2 -1 
0 -1 2 

0 0 0 
0 0 0 

Quadratic form matrix: 

1 
r+l 

Br~3 (so(2r + 1) 

9 (1;1;1) 

6 (2;2;2) 

r r-l r-2 
r-I 2(r - 1) 2(r - 2) 
r-2 2(r - 2) 3(r - 2) 

2 4 2(r -1) 
2 

dimg=2r2 +r 
g=2r-l 
IWI = 2Y r! 
8=(0,1,···,0) 
PIQ = Z2 
v = (0, ... ,0, 1) 

r-l 

0 0 
0 0 
0 0 

2 -I 
-1 2 

2 1 
4 2 
6 3 

2(r - 1) r-l 
r-l r 

A (r-l;2;2) 

~ (r;2;1) 
u = (2r, 2(2r - 1), ... , (r - 1)(r + 2), ~r(r + 1) 
exponents = 1,3,···, 2r - I 

Cartan matrix: 

2 -1 0 0 0 
-1 2 -1 0 0 
0 -1 2 0 0 

0 0 0 2 -2 
0 0 0 -1 2 

Quadratic form matrix: 

2 2 2 2 1 
2 4 4 4 2 

1 2 4 6 6 3 
-
2 

2 4 6 2(r -1) r-l 
1 2 3 r-l rl2 

Cr~Z (sp(2r» 
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I (1;2;1) 

(2;2;1) 

~ (r-1;2;1) 

tJ (r;l;l) 

Cartan matrix: 

dimg=2r2+r 
g=r+l 
IWI = 2rr! 
(J = (2,0, ... ,0) 
PIQ = Z2 
v=(I,2,···,r-l,r) 

13. Simple Lie Algebras 

u = «2r - 2), 2(2r - 2), ... , (r - 1)(r + 1), r2) 
exponents = 1,3,· .. , 2r - 1 

2 -1 0 0 0 
-1 2 -1 0 0 
0 -1 2 0 0 

0 0 0 2 -1 
0 0 0 -2 2 

Quadratic form matrix: 

Dr~4 (so(2r» 

9 (1;1) 

o (2;2) 

4 (r-2;2) 
(r-1;1) 

(r;l) 

Cartan matrix: 

1 1 1 
1 2 2 

1 1 2 3 
2 

1 2 3 
1 2 3 

dimg=2r2 -r 
g=2r-2 
IWI = 2r- 1r! 
(J = (0, 1, ... ,0) 
PIQ = Z4 (r odd) 

1 
2 
3 

r-l 
r-l 

= Zz x Zz (r even) 

1 
2 
3 

r-l 
r 

v = (2,4, ... ,2r - 4, r - 2, r) (r odd) 
= (0,· .. ,0, 1, 1) (r even) 

u = «2r - 2),2(2r - 3),···, 
(r - 2)(r + l), ~r(r - 1), ~r(r - 1) 

exponents = 1,3,···,2r-3,r-l 

2 -1 0 0 0 0 
-1 2 -1 0 0 0 
0 -1 2 0 0 0 

0 0 0 2 -1 -1 
0 0 0 -1 2 0 
0 0 0 -1 0 2 
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Quadratic form matrix: 

2 2 2 2 1 1 
2 4 4 4 2 2 

1 2 4 6 6 3 3 
-
2 2 4 6 2(r - 2) r-2 r-2 

1 2 3 r-2 rl2 (r - 2)/2 
1 2 3 r-2 (r - 2)12 r/2 

Es 

(1;2) 

(2;3) 

(3;4) 

(4;5) dimg = 248 

(5;6) g=30 
IWI = 696729600 

(6;4) e = (I,O,··· ,0) 
u = (58, 114, 168,220,270,182,92,136) 

(7;2) exponents = 1,7,11,13,17,19,23,29 
Cartan matrix: 

2 -1 0 0 0 0 0 0 
-1 2 -1 0 0 0 0 0 
0 -1 2 -1 0 0 0 0 
0 0 -1 2 -1 0 0 0 
0 0 0 -1 2 -1 0 -1 
0 0 0 0 -1 2 -1 0 
0 0 0 0 0 -1 2 0 
0 0 0 0 -1 0 0 2 

Quadratic form matrix: 

2 3 4 5 6 4 2 3 
3 6 8 10 12 8 4 6 
4 8 12 15 18 12 6 9 
5 10 15 20 24 16 8 12 
6 12 18 24 30 20 10 15 
4 8 12 16 20 14 7 10 
2 4 6 8 10 7 4 5 
3 6 9 12 15 10 5 8 
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E, 

(1;2) 

(2;3) dim g = 133 

(3;4) 
g = 18 
IWI = 2903040 

(4;3) ()=(1,0,··.,0) 
PIQ=Z2 

(5;2) v = (0,0,0, 1,0, 1, 1) 

6 u = (34,66,96,75,52,27,49) 
(6;1) exponents = 1,5,7,9,11,13,17 

Cartan matrix: 

2 -1 0 0 0 0 0 
-1 2 -1 0 0 0 0 
0 -1 2 -1 0 0 ~1 

0 0 -1 2 -1 0 0 
0 0 0 -1 2 -1 0 
0 0 0 0 -1 2 0 
0 0 -1 0 0 0 2 

Quadratic fonn matrix: 

4 6 8 6 4 2 4 
6 12 16 12 8 4 8 

1 8 16 24 18 12 6 12 
- 6 12 18 15 10 5 9 2 4 8 12 10 8 4 6 

2 4 6 5 4 3 3 
4 8 12 9 6 3 7 

E6 

(IiI) dim g = 78 

(2;2) 
g = 12 
IWI = 51840 

(3i3) 
() = (0,0, ... , 1) 
PIQ = Z3 

(4i2) v = (1,2,0,1,2,0) 
u = (16,30,42,30,16,22) 

(5;1) exponents = 1,4,5,7,8,11 
Cartan matrix: 

2 -1 0 0 0 0 
-1 2 -1 0 0 0 
0 -1 2 -1 0 -1 
0 0 -1 2 -1 0 
0 0 0 -1 2 0 
0 0 -1 0 0 2 
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Quadratic fonn matrix: 

4 5 6 4 2 3 
5 10 12 8 4 6 

1 6 12 18 12 6 9 -
3 4 8 12 10 5 6 

2 4 6 5 4 3 
3 6 9 6 3 6 

F4 

(1;2;2) dim g = 52 

(2;3;3) g=9 
IWI = 1152 

(3;4;2) () = (1,0,0,0) 
u = (22,42,30, 16) 

(4;2;1) exponents = 1,5,7,11 
Cartan matrix: 

( 11 
-1 0 

~1 ) 2 -2 
-1 2 
0 -1 

Quadratic fonn matrix: 

0 
3 2 

D 6 4 
4 3 
2 3 

2 

dim g = 14 
g=4 
IWI = 12 
() = (1,0) 
u=(10,6) 

~ (1;2;2) 

~ (2;3;1) 

Cartan matrix: 
exponents = 1, 5 

( 2 -3) 
-1 2 

Quadratic fonn matrix: 

~ (6 3) 
3 3 2 

545 
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Appendix 13.B. Notation for Simple Lie Algebras 

g, h: finite Lie algebras 

G, H : corresponding Lie groups 

dim g : dimension of the algebra g 

r: rank 
JQ (a = 1, ... , dim g) : generators of g 

Hi (i = 1, ... , r) : generators of the Cartan subalgebra in the Cartan-Weyl basis 

Ea : ladder generators in the Cartan-Weyl basis 

hi (i = 1,· .. , r) : generators of the Cartan subalgebra in the Chevalley basis 

ei,[i (i = 1,···, r) : raising and lowering operators associated.with the simple 
roots in the Chevalley basis 

ex, f3: roots 
exi : i-th component of ex in the Cartan-Weyl basis 

exi : simple roots 

exi : simple coroots = 2a;lexf 
Aij : Cartan matrix element = 2(exi,exj) 

11 : set of roots 

11+,11_ : set of positive, negative roots 

1111, 111+ I : number of roots, number of positive roots 

() : highest root 

ai, ai : marks and comarks; () = L~=I aiexi = L~=I aiexi 
g : dual Coxeter number = L~=I ai + 1 
A, IL, v: finite weights (usually highest weights) 

dimlAI : dimension of the representation of highest weight A 

OA : weight system of the representation of highest weight A 

LA : irreducible module of highest weight A 

A', A" : particular weights in OA 

I A') : particular state, of weight A', in the module LA 

muItA(A') : multiplicity of A' in the highest-weight representation A 

p: Weyl vector (half-sum of positive roots) 

Wi : fundamental weights 

Fij : quadratic form matrix = (Wi> Wj) 

Ai: Dynkin labels: A = L~=I AiWi = (AI, ... , Ar); hi eigenvalues of IA) 
Ai: Hi eigenvalues of IA) 

Ei : orthonormal vectors 

{ll; 12; ... ; lr} : partition of the Young tableau associated with the su(N) weight 
A = Li liEi = Li AiClJ; so that li = Ai + Ai+ I + ... + Ar = length of the i-th 
row (from top) 
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{il; i2; ... ; is} : transposed partition (change rows and columns) 

)..1 : transposed weight 

'). * : conjugate of '). 

XJ.. : character of the representation '). 

W : Weyl group 

IWI : order of the Weyl group 

Sa : reflection with respect to the root a 
Si : reflection with respect to the simple root ai (a simple Weyl reflection) 

w : element of the Weyl group (a Weyl reflection) 

Wo : longest element of the Weyl group 

E( w) : signature of w 

l(w): length ofw 

W· : shifted Weyl reflection: w· '). = w('). + p) - p 

Cw : Weyl chamber associated with the element w 

Q : root lattice 
QV : coroot lattice 

P : weight lattice 

547 

P + : set of dominant weights (= set of highest weights for irreducible representa-
tions) 

NJ..J.tv = NJ..J.t v· : tensor-product coefficients 
Q : quadratic Casimir operator 

ad : adjoint operator; ad(X)Y = [X, Y] 
K( , ) : (normalized) Killing form; K(X, Y) = Tr(adX, adY)/2g 

JC : Kostant partition function 

XJ.. : Dynkin index of the representation '). 

Xe : embedding index 

bJ..J.t : branching coefficient (multiplicity of LJ.t in LJ..) 

v : congruence vector 

u : height vector 

B(G) : center of the group G I4 

Exercises 

13.1 The Killing form 

a) Verify Eq. (13.18) and check that the only nonzero Killing norms are K(Hi,Hi) and 
K(EU,E-U). 

14 Although the center of a group has not yet been defined, it has been included in order to make this 
list of symbols referring to Lie algebras complete. 



548 13. Simple Lie Algebras 

b) Calculate the su(2) Killing form K in the Chevalley basis (13.85). 
Result: With the ordering e, h, f, it reads 

K = (~ ~ ~) 
400 

A rescaling by a factor ~ = 1/(2g) yields the standard normalization: 

1 
K(e,f) = K(f,e) = 2K(h,h) = 1 

13.2 Weyl group for G2 and sue 4) 
Starting from the corresponding Cartan matrix given in App. 13.A, find the Weyl group and 
the set of all roots for: 

a) G2 

b) su(4) 

13.3 Linear representation of the Weyl group 
The linear representation of the simple Weyl reflection Sj is the r x r matrix that maps the 
column vector with components Ai to that with components (SjA)i. 

a) Show that det Sj = -1. Deduce that for a general Weyl reflection w, 

detw = (_1)f 

where i is the number of simple reflections in the decomposition of w. 

b) Find the matrix representation of the simple reflections of G2 and verify the relations 
(13.59). 

c) Same as (b) for the algebra F4 • 

13.4 Order of the Weyl group 
Verify the following formula for the order of the Weyl group of a simple Lie algebra of rank 
r with marks (ail: 

r 

IWI = IPIQI r! n ai 
i=1 

Proceed case by case. using the data of App. 13.A. 

13.5 Weight systems 
Write all weights in the representation of highest weight: 

a) 0,0) ofG2 • 

b) (0,0,1) of so(7). 

c) (0,0,0,0,1) ofso(lO). 

13.6 Weight multiplicities 
Find the multiplicity of the su(4) weight (-2,3,0) in the representation (3,1,1) using: 

a) the Freudenthal formula (13.113); 

b) semistandard tableaux (cf. Sect. 13.3.3). 
Hint: The calculation in (a) is greatly simplified if the weight is first transformed into a 
dominant one. 
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13.7 su(3) GelJand-Tsetlinpatterns 

a) Write all the Gelfand-Tsetlin patterns for the su(3) representation of highest weight 
(2,2). 

b) For asu(3) weight A' E !lA' there corresponds mult..{A/) Gelfand-Tsetlin patterns of the 
form 

Al +A2 A2 0 
a b 

c 

Relate the parameters a, b, c to the two Dynkin labels A; , A;. Find inequalities satisfied by 
the free parameter of the Gelfand-Tsetlin pattern, and deduce a simple formula for mult.. (A'). 
Compare with the example of part (a ). 

13.8 The Demazure character formula 
An expression equivalent to Eq. (13.167) is given by 

XA = Mwo{eA) 

where Wo is the longest element of the Weyl group, and for Wo = Si·· ·s;, Mwo{eA) is 
defined by 

with 
e A _ e'j.A 

Mi{eA) = ---
1- e-aj 

(notice that the Weyl reflection is shifted), where, as usual, CXi stands for a simple root and 

MiM;{eA) == Mi{M;{eA» 
This is called the Demazure character formula. 

a) Verify the following properties of M i : 

Mi{eA) = e A +eHI + ••• +eA-Ajaj 

o 
= _eA+aj _ e A+ aj+ 1 _ ••• _ eA-(Aj+l)aj 

and 

(Mi)2 =Mi 

if Ai=-l 

if Ai:::::-2 

b) For su(2), show that the Demazure formula is equivalent to the Weyl character formula. 

e) Check the formula for the su(3) representation (1,2) (compare the result with 
Eq. (13.161». For this representation, verify also that 

M S ,S2S , (eA ) = M S2S ,S2 (eA) 

d) Another version of the Demazure formula is 

XA = LNw{eA) 

weW 

where, in terms of a (minimal) decomposition of w in simple Weyl reflections, e.g., if 
W = SI ... Sk, Nw is given by 
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and 

Express N; as a sum, as done in part (a) for Mi. 

e) Evaluate the different Nw(e" )'s for the su(3) highest weight A = (1,2). Observe that 
each Nw(e") is a positive sum. 

f) Prove the relation: 

13.9 Dimension ofG2 representations 
Derive the dimension formula for the irreducible representations of G2 and check that Yo,l) 
and Yt,O) have respective dimensions 7 and 14. 

13.10 Another expression for the dual Coxeter number 
Equations (13.181) and (13.184) lead to the following expression for the dual Coxeter 
number: 

g = (2nL + ns)l2r 

= (3nL + ns)/3r 

for g:j:. G2 

for G2 

where nL,S denotes the number of long and short roots, respectively. Verify this result for 
sp(4) and G2 • 

Remark: For simply laced algebras, this reduces to the relation: ILlI = gr. 

13.11 Cauchy determinant and Schur functions 

a) Show that 

Ll(y) 
t/>({x}, (y}) = 

nt:Sij:SN(1 - xiYi) 

where Ll(x) = nt:Si<i:SN(Xi -Xi), is a generating function for the Schur functions (13.189), 
namely 

t/>({x}, (y}) = L y';'I ... y';N S,,(Xt, ""XN) 
ml,m2.···.mN~O 

where A = {i;}, and ii = mi + i - N. 

b) By means of the Cauchy determinant formula (see Ex. 12.12 for a proof; take Zi = IIXi 
and Wi = Yi in the formula (12.195» 

det[_1 ] = 
1 - xiYi t:sij:sN 

Ll(x)Ll(y) 

rewrite the generating function t/>( {x}, {y}) as the single determinant 

t/>({x}, {y}) 
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Hint: Represent the quantity ~(y) as a determinant (13.191). 

c) The Schur polynomials of the variables t"t2, ... are defined through the generating 
function 

F(y) = I>mpm(t.) = eEf."yk~ 
m~O 

This definition is supplemented by the convention that Pm (t.) = 0 for m ::: -I. Show that 

F(y) = nN 
I 

k=' (I - YXk) 

iff the tk are expressed as 

for some integer N. 
d) Prove the following properties of the Schur polynomials 

a 
atk Pm(t.) = Pm-k(t) 

m! 
where I stands for tk = I for all k ~ 1. 

e) Express the generating function q,({x}, {y}) in terms of Schur polynomials. Deduce the 
following formula expressing the Schur functions as determinants of Schur polynomials of 
the variable tk = L;:', x7· 

S).(x" ... ,XN) = det[Pt;+j-i(O] .. 
l:;"',/:s.N 

13.12 Partitions and Schur functions 

a) Work out the details of the derivation ofEqs. (13.189) and (13.192). 

b) Prove directly the equivalence of Eqs. (13.192) and (13.172) by evaluating the scalar 
products in Eq. (13.172) in the orthogonal basis. 

c) Find the action of the Si'S on the partitions. 

13.13 Dimension of su (N) representations and hooks 
The dimension of a representation can be read off a Young tableau in a rather simple way 
using hooks. The hook associated with the box at position (i,j) (i-th row, j-th column) is 
composed of two lines joined at right angle in the box (i, j) and leaving the tableau downward 
and toward the right. Its length, denoted by hij , is the number of boxes it crosses. The 
following tableau is filled with the numbers hi,; 

r521 hij : 3 2 
2 1 

In terms of hooks, the dimension of a su(N) representation reads 

dim IAI = n (N - i + j) 
.. hij 
',1 
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where the product is taken over all the boxes of the tableau. 

a) Verify the equivalence of this formula with Eq. (13.192) for the above su(4) tableau. 

b) Using this expression, reproduce the su(2) and su(3) dimension formulae (13.172). 

13.14 sp( 4) tensor product: character method 
Calculate the sp( 4) tensor product (I, 1) ® (2, 0) using the character method and check the 
result by calculating the total dimension of each sides. 

13.15 Weyl-group folding in the character method 
Extending the validity of Eq. (13.171) to nondominant weights, prove that 

dim Iw· AI = E(W) dim IAI 

In the character method for tensor-product calculations, this shows that weights that are 
ignored have zero dimension, and two weights cancel each other if their dimensions add 
up to zero. Check this explicitly for the su(3) example (3,2) ® (2,4), to be worked out 
graphically using the algorithm underlying the character method. 

13.16 Littlewood-Richardson and Berenstein-Zelevinsky methods 

a) Using the Littlewood-Richardson method once and then the BZ triangles, calculate the 
following tensor products: 

su(3) : (3,2) ® (0,3) 

su(4) : (1,0,1) ® (1,0,1) 

b) Using Littlewood-Richardson tableaux once and then the BZ triangles, find the 
multiplicity of the scalar representation in the following triple tensor products 

su(3) : (4,4) ® (4,4) ® (4,4) 

su(4) : (2,1,1) ® (1,2,1) ® (1, 1,2) 

c) Observe that all the su(3) triangles in (b) are related to each other by addition or 
subtraction of the "basic" triangle 

1 

Q= 
-1 -1 

-1 -1 
-1 - 1 

Hence, once a triangle is found, all the others are readily generated. Relate this to a one­
parameter indeterminacy in (13.212). Find the analogous result for su (4) and compare with 
the example worked out in (b). 

d) Prove, using either Littlewood-Richardson tableaux or BZ triangles, that thesu(3) tensor­
product coefficient NAp. v is at most 1 if one of the three weights has at least one vanishing 
Dynkin label. 

13.17 Kostant's multiplicity formula 
The Weyl character formula leads directly to a new expression for weight multiplicities, 
Kostant's formula. For this, we introduce the partition function IC(I-L) defined to be the 
number of distinct decompositions of I-L in terms of positive roots. In other words, IC(JL) is 
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the number of solutions {ka}, a E ~+ of the equation La>o karx = J.L, with all ka ~ O. Of 
course, if there is no such decomposition, /C(J.L) = O. Setting JC(O) = I, we have 

1 n l-ea = LJC(J.L)e/l 
a>O /l 

In terms of this partition function, show that the multiplicity of the weight A' in the 
representation A is given by 

multA(A/) = L E(w)JC(w(A + p) - (A' + p» 
weW 

Hint: Use the product form of D;;I to relate it to the partition function /C. 
The advantage of Kostant's formula over Freudenthal's is that a given weight can be treated 
in isolation. The price that has to be paid is a sum over the whole Weyl group. Nevertheless, 
in favorable circumstances only a few terms contribute. Dlustrate this by calculating the 
mUltiplicity of the weight (0,0) in the adjoint representation of sU(3). 

13.18 Steinberg formula for tensor products 
Use the Kostant multiplicity formula to obtain the Steinberg formula for tensor-product 
coefficients: 

NA/l" = L E(ww') JC(w· A +w'·1t - v) 
w,w'eW 

13.19 Associativity in tensor products 
Tensor product coefficients can be calculated from the fusion coefficients involving funda­
mental weights, that is, {M/l Wi} for i = 1,· .. , r and any A, It, and the associativity condition 
(13.224). Illustrate this by calculating, from these data, the su(3) coefficient .N(I,I)O,I)O,I), 

13.20 Generalized Chebyshev polynomials and tensor products 

a) Verify the relations (13.239), regarded as the defining recursion relations for the gener­
alized Chebyshev polynomials U(AI,A2)o associated with the tensor-product matrix N(AI,A2)' 
Check further that 

for AI, A2 > 1. Argue that the matrices No,o) and N(o,l) must commute. Use these relations 
to obtain the generating function (13.241). 

b) Derive analogous results for sp(4). With NO,o) = XI and N(o,l) = X2, the generating 
function F(xI ,X2; t,s) is 

13.21 Verlinde formula for a Lie algebra 
Check carefully the derivation of the orthogonality relation (13.244). Use the Verlinde 
formula (13.245) to recover the su(2) tensor-product matrices NI and N 2 • 

13.22 Embedding index 

a) Prove the relation (13.251). 
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b) For the embedding E8 :J su(2) EB su(3), calculate the embedding index, using the 
branching rule: 

(1,0,0,0,0,0,0,0) ~ {(6) ® (I,I)} EB {(4) ® (3,O)} 

c) For the embedding so(7) :J su(4), calculate the embedding index, using the projection 
matrix: 

(0 1 1) 
p= 1 0 0 

o 1 0 

13.23 Embeddings ofsu(2) 

a) Describe all possible embeddings of su(2) in sp( 4). In each case, find the branching rule 
for (1,0), the projection matrix and the embedding index. 

b) Same as (a) for the embeddings su(2) C G2 , using the representation (0,1). 

13.24 Regular maximal subalgebras 
Find all regular maximal subalgebras of F4 , E 6 , and E 7 • 

13.25 Branching rules in regular embeddings 

a) Consider the regular embedding su(3) C G2 • Draw the extended Dynkin diagram of G2 

(Le., calculate the number of links between the new root -(J and aI, (2). Identify the node 
that must be deleted to recover the su(3) Dynkin diagram. Write all the weights in the (0, I) 
representation of G2 and their extended Dynkin labels [)"-8, AI, A2], where 

A-8 = -2AI - A2 

(cf. Eq. (13.268». Delete the Dynkin label appropriate for the su(3) embedding and reor­
ganize the resulting su(3) weights in irreducible representations. This gives the branching 
of the (0, I) G2 representation into su(3) ones. 

b) By proceeding similarly for the regular embedding su(4) C so(7), find the branching 
of the so(7) representation (1,0,0). 

Notes 

Except for some aspects of tensor-product calculations and tableaux techniques, the content 
of this chapter is rather standard. It is covered, for instance, in Cahn [61], Wyboume [361], 
Fulton and Harris [155], Jacobson [209], Humphreys [196], Bourbaki [56], and Zelobenko 
[368]. The book of Cahn provides a clear and concise first introduction to the subject, 
and that of Fulton and Harris is a particularly readable mathematical textbook; tableaux 
techniques are well covered there. A sharp focus on the material presented in Sects. 13.1 
and 13.2 can be found in those sections of Kass et al. [228] related to finite Lie algebras. 
The theory of semisimple Lie algebras is also well summarized in the first chapter of Fuchs 
[148]. The proof of the strange formula follows Freudenthal and de Vries [138]. The relation 
between semistandard tableaux and Gelfand-Tsetlin patterns can be found in Ref. [193]. 

The character method for tensor products is presented in Racah [301 J, Speiser [329], and 
Klimyk [239]. The relation between Littlewood-Richardson tableaux and Gelfand-Tsetlin 
patterns can be found in Gelfand and Zelevinsky [164]. It is equivalent to the method 
for calculating tensor-product coefficients by means of semistandard tableaux, which is 
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presented in [257, 354, 278]. Berenstein-Zelevinsky triangles were introduced in Ref. [38] 
and further developed in Refs. [74, 39]. 

The basics of algebra embeddings are explained in Cahn [61]. For a more detailed 
discussion, the readeris referred to the original articles ofDynkin [117, 118]. The generating 
functions for the embeddings of su(2) into su(3) (and many others) can be found in Patera 
and Sharp [291]. 

The Demazure formula of Ex. 13.8 is proved in Ref. [90] (see also Ref. [163]). 
Our conventions and most of our notations follow mainly that of Patera and collaborators 

[268, 59], which makes easier the consultation of these extensive and very useful tables of 
weight multiplicities, dimensions of representations, branching rules, and so forth. 



CHAPTER 14 

Affine Lie Algebras 

This chapter is a basic introduction to affine Lie algebras, preparing the stage for 
their application to conformal field theory. In Sect. 14.1.1, after having introduced 
the affine Lie algebras per se, we show how the fundamental concepts of roots, 
weights, Cartan matrices, and Weyl groups are extended to the affine case. Sec­
tion 14.2 introduces the outer automorphism group of affine Lie algebras, which 
is generated by the new symmetry transformations of the extended Dynkin dia­
gram. The following section describes highest-weight representations, focusing 
on those whose highest weight is dominant. Characters for these representations 
are introduced in Sect. 14.4. Their modular properties are presented in the fol­
lowing sections, where various properties of their modular S matrices are also 
reported. The affine extension of finite Lie algebra embeddings is presented in 
Sect. 14.7. Four appendices complete the chapter. The first one contains the proof 
of a technical identity related to outer automorphism groups. The second appendix 
displays an explicit basis (in terms of semi-infinite paths) for the states in integrable 
representations of affine su(N). In the third one, the modular transformation prop­
erties of the affine characters are derived. The final appendix lists all the symbols 
pertaining to affine Lie algebras. 

The minimal background required for proceeding to Chap. IS, which initiates 
the analysis of affine Lie algebras in the context of conformal field theory, is 
contained in Sects. 14.1.1, 14.3.1, 14.4.1, and 14.5. The remaining sections could 
be consulted when needed. 

The next few sentences give a flavor of the relevant aspects of the theory of affine 
Lie algebras. To every (finite) Lie algebra g, we associate an affine extension 
g by adding to the Dynkin diagram of g an extra node, related to the highest 
root O. The introduction of this particular simple root has the immediate effect of 
making the root system (and thereby the Weyl group) of g infinite. As a result, 
highest-weight representations are infinite dimensional. However, as a simplifying 
feature, these representations are organized in terms of a new parameter, called 
the level, which plays a role analogous to that of the central charge in the Virasoro 
algebra. The level of a weight, described now by r + 1 Dynkin labels, is the 



§ 14.1. The Structure of Affine Lie Algebras 557 

sum of all its Dynkin labels, each multiplied by its corresponding comark. For 
affine algebras, comarks are thus data of prime importance. Integrable highest­
weight representations occur for positive integer values of the level. Moreover, the 
corresponding highest weights have nonnegative integer Dynkin labels. For a fixed 
level, there is thus a finite number of integrable representations. Quite remarkably, 
their characters transform into each other under modular transformations. 

§ 14.1. The Structure of Affine Lie Algebras 

14.1.1. From Simple Lie Algebras to Affine Lie Algebras 

We consider the generalization of g in which the elements of the algebra are also 
Laurent polynomials in some variable t. The set of such polynomials is denoted 
by C[t, C I ]. This generalization is called the loop algebra g: I 

g=g®C[t,r l ] (14.1) 

with generators Ja ® tn. The algebra multiplication rule extends naturally from g 
to g as 

C 

A central extension is obtained by adjoining to g a central element 

[Ja ® tn,Jb ® tm] = L irab JC ® tn+m + knK(Ja ,Jb)8n+m.o 
C 

(14.2) 

(14.3) 

where k commutes with all Ja 's, and K is the Killing form of g. Assuming as usual 
that the generators Ja are orthonormal with respect to the Killing form, and using 
the notation 

J~ =r ®tn (14.4) 

we can rewrite the above commutation relation in the form 

[J~,J~] = L irab J~+m + kn8ab8n+m.o (14.5) 
C 

This must be supplemented by 

[J~,k] = 0 (14.6) 

The above introduction of the central extension may appear to be somewhat ad 
hoc. The following considerations demonstrate its uniqueness. We start with the 
generic commutator 

l 

[J~,J~] = Lirab J~+m + Lki(df)nm (14.7) 
C i=1 

1 With t = eiy and y real, this yields a map from the circle SI to g. hence the name "loop." 
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containing l central terms. With the representation (14.4), it is clear that the cen­
tral terms can occur only for n + m = O. (Otherwise they could be eliminated 
by a redefinition of the generators, exactly as in the finite case in which central 
extensions are trivial.) This shows that 

[J~,J~] = LirbcJ~ (14.8) 
c 

meaning that the generators {J~} transform in the adjoint representation of g (i.e., 
under the action of ad(Jg), where ad(X)Y = [X, Y], J* transforms exactly like 
Jg). That the central extensions commute with all the generators J~ means that they 
are invariant tensors of the adjoint representation. But up to normalization, there 
is only one such tensor, the Killing form itself.2 Hence, only one central element 
can possibly be added to the loop extension of a simple Lie algebra. In a basis in 
which the generators are orthonormal with respect to the Killing form, it is simple 
to check that the only central extension compatible with the antisymmetry of the 
commutators and the Jacobi identities is the one given in Eq. (14.5). 

To analyze this new algebra, it is useful to rewrite the commutation relations 
(14.5) in the affine Cartan-Weyl basis. With the nonzero Killing norms being 

the commutation relations read 

[H~,H~] = knl;ii8n+m •0 

[H~,E~] = aiE~+m 

[~,E~] = :2 (a . Hn+m +kn8n+m.o) 

=Na.{J~~~ 
=0 

if a = -fJ 

if a + fJ E fl. 

otherwise 

(14.9) 

(14.10) 

with the generators H~ and E~ defined as in Eq. (14.4) (fl. is the set of roots of g). 

The set of generators {HJ, ... , H o"'} is manifestly Abelian. In the adjoint 
representation, in which the action of a generator X is represented by ad(X), the 
eigenvalues of ad(Hh) and ad(k) on the generator E~ are respectively ai and O. 
Being independent of n, the eigenvector (aI, ... , eX, 0) is thus infinitely degenerate 
(i.e., it is the same for all the E~ 's). Hence, {HJ, ... ,Ho,k} is not a maximal 
Abelian subalgebra.1t must be augmented by the addition of a new grading operator 
£0, whose eigenvalues in the adjoint representation depend upon n; it is defined 
as follows: 3 

d 
Lo = -t­

dt 
(14.11) 

2 This invariance property is essentially Eq. (13.17), which characterizes K(·.·) up to a rescaling. 
3 -1.0 is usually denoted by d in the mathematical literature. 
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Its action on the generators is 

ad(1.o)r®tn = [1.o,JQ®tn] = -nJQ®tn ~ [1.o,J~] = -nJ~ (14.12) 

The maximal Cartan subalgebra is generated by {HJ,· .. , H~, k, 1.o}. The other 
generators, E~ for any n and H~ for n =f:. 0, play the role of ladder operators. 

With the addition of the operator 1.0, the resulting algebra is denoted by g 
(14.13) 

It will be referred to as an affine Lie algebra.4 1t is clearly an infinite dimensional 
algebra, given that it has an infinite number of generators {J~}, n E Z. From the 
perspective of the affine algebra, g will be referred to as the corresponding finite 
algebra. Its generators are the zero modes {Jg}. 

An already familiar infinite-dimensional algebra is the one generated by the 
modes of a free boson: 

(14.14) 

It is usually referred to as the Heisenberg algebra, and is simply the affine exten­
sion of the u(1) algebra generated by the element ao. Comparison of the above 
commutation relation with Eq. (14.5) seems to indicate that the level is equal to 
one. However, the central term can be changed at will by a rescaling of the modes: 
this shows that the level has no meaning in the u( 1) case. 

14.1.2. The Killing Fonn 

To parallel the development of the theory of Lie algebra, we must first equip g with 
a scalar product. This amounts to extending the definition of the Killing form from 
g to g. Again the key relation is the extension of (13.17) to g, which expresses the 
g invariance of this bilinear form-with now X, Y, Z E g. With X, Y E {J~} and 
Z = 1.0, we have 

K(J~,J~) = 0 unless n + m = 0 (14.15) 

The identification (14.4) shows that when n + m = 0 the t factors disappear; we 
are thus left with the g Killing form, implying that 

(14.16) 

We note that the affine Killing form is still orthonormal with respect to the finite 
algebra indices; from now on, we will no longer care about the position of these 
indices.5 The choice X, Z E {J~} and Y = k yields 

K(J~,k) = 0 and K(k,k) = 0 (14.17) 

4 In the mathematical literature, it is called a nontwisted (or direct) affine Lie algebra. (Twisted 
algebras will not be considered here.) In the physics literature, they are often called Kac-Moody 
algebras. However, the name Kac-Moody is usually attached to a more general construction. 

S In particular, we will identify fabc and fab c as in the finite case. 
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whereas Y = £0 leads to 

K(J~,£o) = 0 and K(£o.k) =-1 (14.18) 

The only unspecified norm is K(Lo, £0), which, by convention, is chosen to be 
zero 

K(£o,Lo) = 0 (14.19) 

The arbitrariness of this norm is related to the possibility of redefining Lo as 

£0 -+ L~ = £0 + ak (14.20) 

where a is some constant, without affecting the algebra. It changes its Killing norm 
by only -2a. 

As in the finite case, the Killing form leads to an isomorphism between the 
elements of the Cartan subalgebra and those of its dual, and defines for the latter 
a scalar product. Let the components of the vector>:' be the eigenvalues of a state 
that is a simultaneous eigenvector of all the generators of the Cartan subalgebra: 

>:. = (>:'(HJ), >:'(H5),· .. , >:'(H~); >:'(k); >:.( -£0» (14.21) 

The first r components characterize the finite part A of the weight>:' 6 

>:. = (A; k;..; n;..) (14.22) 

(We note that the last entry refers to -Lo). The scalar product induced by the 
extended Killing form is 

I (>:., [L) = (A, /L) ± k;..nIL + kILn;.. I (14.23) 

>:. is called an affine weight. 
A As for Lie algebras, weights in the adjoint representation are called roots. Since 
k commutes with all the generators of g, its eigenvalue on the states of the adjoint 
representation is equal to zero. Hence, affine roots are of the form 

P = (fJ; 0; n) (14.24) 

Their scalar product is thus exactly the same as in the finite case 

(P, iX) = (fJ, a) (14.25) 

The affine root associated with the generator ~ is 

iX = (a; 0; n) nEil, a E ll. (14.26) 

If we let 

18 = (0; 0; 1) 1 (14.27) 

6 The weight A is given here in tenns of its components in the Cartan-Weyl basis of g. It could 
equally well be expressed in tenns of its components in the Chevalley basis, in which case the first r 
components of.t would be the Dynkin labels of A. 
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then, n~ is the root associated with H~. In the following we write 

a == (a; 0; 0) 

so that the roots (14.26) can be reexpressed as 

I a =a+n~ I 
The full set of roots is 

!:,. = {a + n~1 nEZ, a E ~} U {n~1 nEZ, n =1= O} 

The root ~ is rather unusual since it has zero length 
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(14.28) 

(14.29) 

(14.30) 

(14.31) 

For this reason, it is often called an imaginary root. Likewise all the roots in the set 
{n~} are imaginary and (n~, m~) = 0 for all n, m. All these imaginary roots have 
multiplicity r. The other roots are then said to be real, and they have multiplicity 1. 

14.1.3. Simple Roots, the Cartan Matrix and Dynkin 
Diagrams 

The next step is the identification of a basis of simple roots for the affine algebra. 
In such a basis, the expansion coefficients of any root are either all positive or 
all negative. This basis must contain r + 1 elements, r of which are necessarily 
the finite simple roots ai, whereas the remaining simple root must be a linear 
combination involving ~. The proper choice for this extra simple root is 

I ao == (-0; 0; 1) = -0 + ~ I (14.32) 

where 0 is the highest root of g. The correct basis of simple roots is thus {ai}, i = 
0,· .. ,r. The set of positive roots is 

!:,.+ = {a + n81 n > 0, a EMU {ala E ~+} 

Indeed, for n > 0 and a E ~, 

a + n8 = a + nOlo + nO = nOlo + (n - 1)0 + (0 + a) 

(14.33) 

(14.34) 

and the expansion coefficients of the last two factors in terms of finite simple roots 
are necessarily nonnegative. Notice that in the affine case there is no highest root 
(i.e., the adjoint representation is not a highest-weight representation). 

Given a set of affine simple roots and a scalar product, we can define the extended 
Cartan matrix as 

o ~ i,j ~ r I (14.35) 

where affine coroots are given by 

aV = 1:12 (a; 0; n) = 1:12 (a; 0; n) = (aV
; 0; 1~2 n) (14.36) 
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As for simple roots, the hat is omitted over the simple coroots, e.g., 

a~ =ao (14.37) 

Compared to the finite Cartan matrix, Aij contains an extra row and column. These 
additional entries are easily calculated in terms of the marks defined in Eq. (13.33) 
since (ao, a~) = 1812 = 2 and 

r 

(ao, an = -(8, an = - L ai (ai , an (14.38) 
i=1 

Again, all the information contained in extended Cartan matrices can be en­
coded in extended Dynkin diagrams. The Dynkin diagram of g is obtained from 
that of g by the addition of an extra node representing ao. This extra node is 
linked to the ai-nodes by AOiAiO lines. Since the finite part of ao is not linearly 
independent of the finite simple roots, the product AOiAiO can now take the value 
4 (although this occurs only for su(2». The affine extension of the simple Lie 
Dynkin diagrams are displayed in Fig. 14.1. The numbers next to each node are 
respectively the numbering of the simple roots, the marks, and the comarks. For 
simply-laced algebras, for which marks and comarks are identical, the third entry 
is omitted. Extended Dynkin diagrams obviously have more symmetry than their 
fii\.ite version, a point we will discuss in some detail later. 

For future reference, we mention that the zeroth mark ao is defined to be 1. 
Since the finite part of ao is a long root, so that laol 2 = 2, the zeroth comark is 
also 1: 

v laol 2 
ao =ao- 2- = 1 (14.39) 

By construction the extended Cartan matrix satisfies 

(14.40) 

The linear dependence between the rows of the extended Cartan matrix means that 
it has one zero eigenvalue, a reflection of the semi positive character of the affine 
scalar product.7 The imaginary root can now be written in the form 

r r 

a = Laiai = Larar (14.41) 
i=O i=O 

Similarly, the dual Coxeter number reads 

(14.42) 

7 From the point of view of the Cartan matrix A, the generalization from simple to affine Lie algebras 
can be described as follows. Let D be the diagonal matrix with entries 2/1a;l2; the product DA is 
thus symmetric. For simple Lie algebras, DA is positive definite; this constraint is relaxed to positive 
semidefiniteness in the affine case (meaning then that DA has one zero eigenvalue). Affine Lie algebras 
are special cases of Kac-Moody algebras, which allow for even more general Cartan matrices. 
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Al ~ 
(0:1) (1:1) 

(1:1) (2:1) (3:1) (r--I:I) (r:l) 

(O:I;I)~ 

(1:1:1)~2:2~-----------;r~~(r:2;1) 

6 r a:::::.... ----- -------- --==:D 

(0:1:1) (1:2:1) (2:2:1) (r--l:2:1) (r:I:l) 

(0:1)~ /(rol) 

(1.1) ~ (r-~ (r--1.1) 

y::::: 
~ 

(1:1) (2;2) (3:3) (4:2) (5:1) 

(0:1) (1:2) (2:3) (3:4) (4:3) (5;2) (6:1) 

(8;3) 

(0;1) (1:2) (2:3) (3:4) (4:5) (5;6) (6:4) (7;2) 

~ 
(0:1:1) (1:2;2) (2:3:3) (3;4:2) (4:2:1) 

~ 

(0:1:1) (1:2:2) (2:3:1) 
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Figure 14.1. Affine Dynkin diagrams. The numbers give respectively the ordering of the 
simple roots, their mark, and comark (written only for the nonsimply-Iaced algebras). Black 
dots refer to short roots. 
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14.1.4. The Chevalley Basis 

The commutation relations of the generators in the Chevalley basis have the 
following affine extension 

(14.43) 

with i, j = 1,···, r. However, these relations are not really the affine analogues 
of the finite Chevalley commutation relations in the sense that they do not involve 
only the generators of the r + 1 simple roots of g and they are not expressed in 
terms of the g Cartan matrix. In order to construct a genuine affine Chevalley basis, 
we need only to add the generators 

° B-9 e = 1 ' 
° A h = k -() ·Ho (14.44) 

to the set of finite generators ei and [i (i.e., eO and fO are respectively the raising 
and lowering operators for ao). From now on, we will omit the mode index of e~ 
and fJ with i 1= 0 (the g Chevalley generators). The commutation relation for the 
generators associated with the simple roots of g can be written as 

[hi,hi] = 0 

[hi, ei ] = Aiiei 

[hi,f] = -Ai;fi 

[ei,fi] = fJiihi 

(14.45) 

where now i,j = 0,1,··· ,r. For instance, [eO,fi] = 0 ifi 1= 0 because -() - ai 
is not a root. These are to be supplemented by the affine Serre relations 

[ad(eiW-Ajiei = 0 

[ad(t)]l-Ajif = 0 
(14.46) 

with i =f. j. This form makes manifest that A encodes the whole structure of g. 
However, it does not make apparent the infinite-dimensional nature of g. 

14.1.5. Fundamental Weights 

As in the finite case, the fundamental weights {w;},O ::: i ::: r are defined to be 
the elements of the basis dual to the simple coroots. The fundamental weights are 
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assumed to be eigenstates of La with zero eigenvalue. For i # 0, these are 

(i # 0) I (14.47) 

Their finite part makes them dual to the finite simple roots, while the k eigenvalue 
is fixed by the condition 

(i # 0) (14.48) 

The zeroth fundamental weight, on the other hand, must have zero scalar product 
with all finite ai's and satisfy (Wo, a~) = 1. Hence, it must be 

I Wo = (0; 1; 0) I 

It is called the basic fundamental weight. With 

it follows that 

The scalar product between the fundamental weights is 

(Wi,Wj) = (Wi,Wj) = Fij 

(SJo,Wi) = (SJo,Wo) = 0 

where Fij is the quadratic form matrix of g. 

(i,j # 0) 

(i # 0) 

(14.49) 

(14.50) 

(14.51) 

(14.52) 

Affine weights can thus be expanded in terms of the affine fundamental weights 
and c5 as 

r 

i= L:>iWi+lc5 (14.53) 
i=O 

Since each fundamental weight contributes to the k eigenvalue by a factor a7, we 
have 

r 

k == i(k) = I>7Ai (14.54) 
i=O 

k is called the level. This relation could also have been derived directly as follows: 

(14.55) 

The first equality is obtained from c5 = (0; 0; 1), i defined by Eq. (14.21) and 
the scalar product (14.23), whereas the second one uses c5 = L~=o a7 a7 and the 
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expansion of i in terms of fundamental weights. It implies that the zeroth Dynkin 
label AO is related to the finite Dynkin labels {Ai}, i = 1,· .. , r and the level by 

r 

>"0 = i(k) - La7>"i (14.56) 
i=1 

(because a~ = 1), that is, 

(14.57) 

Modulo a possible 8 factor, the relation between i and its finite counterpart is 
simply 

(14.58) 

We note that roots are weights at level zero. 
Affine weights will generally be given in terms of Dynkin labels under the form 

(14.59) 

(However, we stress that this notation does not keep track of the eigenvalue of Lo.) 
For instance, 

Wo = [1,0,· .. ,0], WI = [0, 1, ... ,0], Wr = [0,0,· . ·,1] (14.60) 

The Dynkin labels of simple roots are given by the rows of the affine Cartan matrix 

(14.61) 

Finally, the affine Weyl vector is defined as 

r 

P = LWi = [1,1,···,1], (14.62) 
i=O 

We note that it cannot be written as the half sum of the positive affine roots. 
As in the finite case, affine weights whose Dynkin labels are all nonnegative 

integers will playa special role (cf. Sect. 14.3). These weights are called dominant. 
Since the zeroth Dynkin label is fixed by k and the finite Dynkin labels through 
Eq.(14.57), this characteristic is clearly level-dependent. The set of all dominant 
weights at level k is denoted pt. Clearly, the finite part of an affine dominant 
weight is itself a dominant weight: i E ~ implies that A E P + (but not vice 
versa). 

14.1.6. The Affine Weyl Group 

The Weyl reflection with respect to the real affine root a is defined exactly as in 
the finite case: 

(14.63) 
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and the set of all such reflections generates the affine Weyl group W. With i = 
(A; k; n) and a = (a; 0; m), a direct calculation yields 

~ 2m 
saA = (A - [(A,a) + km]aV; k; n - [(A,a) + km]-2) 

lal 
2m 

= (Sa(A +kmaV); k; n - [(A,a) +km]-2) 
lal 

As a consistency check, we see that for i = a, 
Saa = (Saa; 0; m - (a , aV)m) = (-a; 0; -m) = -a 

(14.64) 

(14.65) 

On the other hand, since (cS , a) = 0, imaginary roots are unaffected by affine Weyl 
reflections 

SacS = cS 

To analyze the structure of W, we rewrite Eq. (14.64) under the form 

sa i = sa(tav)m i 
with tav defined as 

That is, 

(14.66) 

(14.67) 

(14.68) 

(14.69) 

The action of tav on the finite part A of i corresponds to a translation by the coroot 
aVo Since 

(14.70) 

(and in particular (tav)m = tmav) the set of all tav's generates the coroot lattice 
QV • An affine Weyl reflection is thus a product of a finite Weyl reflection times a 
translation by an appropriate coroot. The group of such translations being infinite, 
the affine Weyl group is infinite dimensional. Actually, the affine Weyl group has 
a semidirect product structure since QV and W have only the identity in common 
and QV is an invariant subgroup of W: 

'v'WEW' 

a relation easily verified. We note its following implication: 

w' (tav)w (tfJv) = w'w (tw-1aV) (tfJv) 

(14.71) 

(14.72) 

The generators for the group W are the reflections Si with respect to the simple 
roots. For i =1= 0, the definition of Si does not differ from the finite case, whereas 
for So, Eq. (14.64) gives 

soi = (A + kO - (A, 0)0; k; n - k + (A, 0» = S9L9(i) (14.73) 

(Clearly 5-9 = S9.) With S90 = -0, the finite part of soi is S9A + kO. 
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The affine Weyl group divides the vector space of affine weights in an infinite 
number of affine Weyl chambers defined as 

Cw = til (wi,aj)::: 0, i = 0, 1,··· ,r), WE W (14.74) 

The fundamental chamber corresponds to the element W = 1. Weights in the 
fundamental chamber are then of the form 

r 

i = LAiwi +l8, with Ai::: 0, l E IR (14.75) 
i=O 

Once the 8 part of the weights is projected out, affine Weyl chambers have finite 
area, in contrast to the finite case where the chambers are simplicial cones extending 
to infinity. 

By definition, the affine Weyl group preserves the scalar product (14.23), e.g., 
using Eq. (14.64) 

A A 2~ 
(SaA,SaA) = (Sa(A +k~aV),sa(A + k~aV» + 2k(n - [(A, a) + k~] lal2 ) 

= {A, A) +2kn 

= (i,i) 
(14.76) 

Thus, all the weights in a given Weyl orbit have the same length. A W orbit 
contains an infinite number of weights and it has a unique weight in the fundamental 
chamber. 

We note finally that shifted Weyl reflections are defined as in the finite case, but 
now in terms of the affine Weyl vector: 

14.1.7. Examples 

EXAMPLE 1: su(2) 

Here () = at, the only positive root of su(2). Since 

(ao,an = (at,a~) = (at,ao) = -a~ = -2 

the extended Cartan matrix reads 

~ (2 A= 
-2 

The Dynkin labels of the simple roots are then 

ao = [2, -2], at = [-2,2] 

(14.77) 

(14.78) 

(14.79) 

(14.80) 
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For su(N), all marks and comarks are one. The level is thus obtained from the 
sum of all Dynkin labels. For the su(2) simple roots, these add up to zero as they 
should. The complete set of roots is 

~ = {±al,±al +n~,n~1 nEZ, n::j:. O} 

With ~ = ao + aI, this is the same as 

~ = {nao + mall In - ml :::: 1, n,m E Z} 

(14.81) 

(14.82) 

This structure is also encoded in the Serre relations (14.46). For instance, since 
al + 3ao, associated with the commutator [eo, [eo, [eO,elm, is not a root, means 
that 

(14.83) 

But this is a consequence of the Serre relations since 1 - AIO = 3, 
The affine Weyl group is generated by the reflections SO, SI, whose actions on 

a weight i = [AO, Ad read 

soi = i - AOao = [AO, Ad- Ao[2, -2] = [-AO, Al + 2Ao] 

SI>:' = >:. - AlaI = [AO, Ad- AI[ -2,2] = [AO + 2).1, -Ad 
(14.84) 

The action of So amounts to subtracting AO copies of ao from i. Since the Lo 
eigenvalue of ao is -1, soi increases the Lo eigenvalue of i by AO. Let the level 
of i be k. The zeroth Dynkin label is thus 

AO = k - Al (14.85) 

and the simple affine Weyl reflections can be written as 

so>:' = [-k + AI,2k - Ad, sli = [k + AI, -Ad (14.86) 

so that 

(14.87) 

This shows that SOSI translates the finite part of i by 2kwI, that is by kal = kar. 
Therefore, it is the basic translation operator taT 

(14.88) 

The structure of the affine Weyl group is thus 

W = {(SOSI)'\SI(SOSI)nI n E Z} (14.89) 

In the particular case of su(2), Eq. (13.59) implies that the Weyl group is infinite: 
the angle between the finite parts of the simple roots is Jr, and therefore (SOSI) has 
no finite order. 

A few affine chambers at various integer levels are displayed in Fig. 14.2 (mod­
ulo 1R~). The affine Weyl chambers at level k E Z+ are the segments of the weight 
axis at level k that are separated by the dashed lines. The size of the chambers 
obviously increases with the level. In the limitk ~ 00, if we can restrict ourselves 
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Figure 14.2. Affine Weyl chambers for su(2). 
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to "small weights", there is effectively no difference between the affine and the 
finite fundamental chambers. 

EXAMPLE 2: su(3) 

With () = al + a2, the extended Cartan matrix is 

so that 

aO = [2, -1, -1], 

-1 
2 
-1 

al = [-1,2, -1], 

-1) -1 
2 

a2 = [-1, -1, 2] 

(14.90) 

(14.91) 

The full set of roots can be described by an infinite pile of hexagons, each layer 
representing the roots of su(3), with two adjacent hexagons being separated by /). 

The reflections of i = [AO, AI, A2] with respect to the simple roots are 

soi = [-AO, AO + AI, AO + A2] 

sli = [AO + AI, -AI, AI + A2] 

S2i = [AO + A2, AI + A2, -A2] 

With AO = k - AI - A2. the basic translation operators are found to be 

The relations 

tar = S2SoS2S 1 

ta'2 = SISoSI S2 

(14.92) 

(14.93) 

(14.94) 

are easily checked (cf. Eq. (13 .59». However they do not make manifest the infinite 
order of the Weyl group. 
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§ 14.2. Outer Automorphisms 

In this section, we introduce outer automorphisms from the symmetry properties 
of Dynkin diagrams. Although this is a somewhat technical issue, it will tum out 
to be an important tool in many applications. 

14.2.1. Symmetry of the Extended Diagram and Group of 
Outer Automorphisms 

We let D(g) and D(g) stand, respectively, for the symmetry group of the g and g 
Dynkin diagrams. These are the sets of symmetry transformations of the simple 
roots that preserve the scalar products, hence the Cartan matrices. In the affine 
case, we need to consider only the finite projection of the system of simple roots 
since scalar products of roots depend only on their finite parts. This also implies 
that a simple root is mapped into another simple root having the same mark and 
comark. By inspection, we see that D(g) = 1 except for Ar> J, D r >4, E 6 , for which 
it is respectively Z2, D4 , and S3, the permutation group of three objects. 

~r-----~ 
C r a::::::.-e - - - - --=:0 

and 

Figure 14.3. Outer automorphisms of affine Dynkin diagrams. 

Define the group of outer automorphisms of g, O(g), as 

O(g) = D(g)/D(g) (14.95) 

This quotient is sensible because D(g) is the set of elements of D(g) that leaves the 
zeroth node of the extended Dynkin diagram fixed, that is, D(g) is a subgroup of 
D(g). O(g) is thus the set of symmetry transformations of the Dynkin diagram of 
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g that are not symmetry transformations of the Dynkin diagram of g. For instance, 
for Sit(N), we do not consider reflections leaving the zeroth root fixed; the only 
remaining symmetry transformations are the cyclic permutations. The symmetry 
transformations of the extended Dynkin diagrams are displayed in Fig. 14.3, when 
O(g) is not simply the identity. 

An explicit description of outer-automorphism groups of affine Lie algebras 
in terms of their generating element on an arbitrary weight X = [AO.···. Ar] is 
presented in Table 14.1. 

Table 14.1. Outer automorphisms of affine Lie algebras 

g 

Ar 
Br 
Cr 
Dr=21 

Dr=21+1 

E6 
E7 

O(g) 

Zr+1 
~ 
Z2 
Z2 X Z2 

Z4 
Z3 
Z2 

Action of the O(g) generators 

a[AO, AI, ... , Ar-I, Ar] = [Ar , AO, ... , Ar-2, Ar-d 
a [AO, AI, ... , Ar-I , Ar] = [AI, AO, ... , Ar-I , Ar] 

a[AO, AI, ... , Ar-I, Ar] = [Ar, Ar-I, ... , AI, AO] 

a[AO, AI, A2,···, Ar-I, Ar] = [AI, AO, A2,···, An Ar-d 
a[AO, AI, A2, ... , Ar-I, Ar] = [An Ar-I, Ar-2, ... , AI, AO] 
a[AO, AI, A2, ... , Ar-I, Ar] = [Ar-I, Ar, Ar-2, ... , AI, AO] 
a[AO, AI, ... , A6] = [AI, A5, A4, A3, A6, AO, A2] 
a[AO,AI,··· ,A7] = [A6,A5,A4,A3,A2,AI,AO,A7] 

Since every fundamental weight is mapped into another fundamental weight 
having the same comark, the action of A does not change the level. Moreover, it is 
clear that O(g) maps the set of dominant weights pt into itself. It thus preserves 
the affine fundamental chamber. 

14.2.2. Action of Outer Automorphisms on Weights 

We let AWo denote the fundamental weight to which Wo is mapped by the action 
of A, a generic element of O(g). Its action on an affine weight is written as 

r 

AX = kAroo + L AiA(Wi - a~ Wo) (14.96) 
i=1 

where k is the level of X. This result follows directly from the definition of AO as 

r 

AO = k - La~Ai (14.97) 
i=1 

The second term in the r.h.s. of Eq. (14.96) acts, on the finite part of X, like an 
automorphism of the finite weight lattice that leaves its origin fixed. It is actually 
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an element of the finite Weyl groUp.8 We denote this element by WA (it is described 
below). The sum in Eq. (14.96) can then be written as WAA. More precisely, it is 
the affine extension of WAA at level zero, which is equivalent to WA.t - kWo. This 
yields 

(14.98) 

This important relation will have many applications. 
It is usually easy to find the element W A associated with a given A by a simple 

calculation. But there is a general way of characterizing WA. Define Wi to be the 
longest element of W(i), the subgroup of the finite Weyl group generated by all5j 
(j =1= i). Then 

W A = WiWO for i such that AWo = Wi (14.99) 

(as before, Wo stands for the longest element of W). In future calculations, we will 
often need to know the sign of the element W A. In App. 14.A, it is shown to be 

(14.100) 

Consider some examples. For 5u(2), the only nontrivial outer automorphism is 
a: Wo ~ WI. Since W = {l,5d, Wa is simply 51. The comparison of 

with 

a[AO, Ad = k(a - l)iiJo + 51 [AO, Ad 

= k(wl - &0) + [AO + 2AI, -Ad 

= [AI,k - Ad 

(14.101) 

(14.102) 

shows that this is indeed correct. We tum to 5u(3), in which the basic element a 
maps &0 -+ WI -+ iiJ.z -+ iiJo. Here i = 1 and the longest element of the group 
W(1) is 52. Recalling that Wo = 515251 = 525152, the above construction yields 

Wa = 52525152 = 5152 

This is again easily confirmed by a direct calculation: 

a[Ao,AI,A21 = k(a - 1)&0 +5152[AO,AI,A21 

= k(wl - iiJo) + [AO + 2A2 + AI, -AI - A2, Ad 

= [A2,k - AI - A2,Ad 

= [A2, AO, Ad 

It is also simple to verify that a2 corresponds to the element 5251: 

(14.103) 

(14.104) 

W a2 = (Wa )2 = (5152)2 = 51525152 = 51515251 = 5251 = (Wa)-I = Wa-I 

(14.105) 

8 A general automorphism of the finite weight lattice that leaves its origin fixed is a product of a 
Weyl reflection by a conjugation. 
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The general result for su(N) is 

(14.106) 

where the action of a is defined in Table 14.1. 
We finally stress that outer automorphisms must preserve the commutation 

relations of the algebra. We illustrate this feature by rederiving for su(2) the 
action of a on weights by enforcing the invariance of the commutator under the 
interchange ao ~ al. We use the spin basis, in which the commutation relations 
read: 

[J~,J~J = 2km~m+n.O 

[J~,J;J = ±l;+m (14.107) 

[J;!;,J;J = 2T~+m + km~m+n.o 
with VOlA) = AliA). Acting on a weight, Jt adds al whereas J1 adds ao (the 
superscript - because the finite part of ao is -al and the subscript 1 because ao 
has grade 1). Hence, the interchange ao ~ al translates into Jt ~ J1, or more 
generally J;!; ~ J~+I' The commutator [J;!;,J;J is thus transformed into 

[J;!;,J;J ~[J~+I,J:_t1 

= - ~+m + k(m + l)~m+n.O 
In order to preserve the third commutator, J! must transform as 

~ ~k~m.o-~ 

(14.108) 

(14.109) 

which means that A I ~ k - A I under the action of a. (The other two commutators 
are also invariant under this transformation.) 

14.2.3. Relation with the Center of the Group 

It is easily checked, case by case, that O(g) is isomorphic to the center of the group 
of g, denoted B( G) 

I O(g):::: B(G) I (14.110) 

The center B(G) is composed of those particular elements of G that commute 
with all the elements of the group. This set is easily obtained in terms of a matrix 
representation of the group. Consider, for instance, the group SU(N) represented 
by unitary matrices of determinant one. The elements of the center are the unit 
matrices multiplied by any N -th root of unity, so thatB(SU(N)) = ZN. The centers 
of the other groups can be read from Table 14.1. 

The isomorphism between B( G) and O(g) can be realized as follows. To every 
element A E O(g), there corresponds an element b E B( G), given by 

(14.111) 
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This manifestly commutes with the generators of the Cartan subalgebra. Moreover, 
since 

b EP = e-27ri(AWo.P) EP b 

commutativity with a ladder operator requires 

(ASJo,fJ) E Z for any fJ E Q 

(14.112) 

(14.113) 

But this is certainly true, being a direct consequence of A&o having unit mark: the 
simple coroot to which it is dual is equal to its corresponding root. Thus, ASJo is 
dual to the root lattice, from which the result follows. (We note here a special case 
of this relation, which will be used frequently in the following discussion: 

(AWo,~ - w~) E Z (14.114) 

valid for any integral weight ~ and W E W.) The action of b on any state IA') in 
the highest-weight module LA of g is given by 

(14.115) 

or equivalently 

bA' = A'e-2m(AWo.A') = A'e-2rri(AWo.A) (14.116) 

Indeed, all the states in the representation have the same eigenvalue because the 
generators of the algebra are unaffected by the action of the center. 

Since the center element b commutes also with all the affine generators, the 
action (14.116) extends uniquely to the affine case, with the same eigenvalue: 

(14.117) 

If b corresponds to A, bq will correspond to Aq. The comparison of Eq. (14.117), 
with b replaced by bq , with the same equation applied q times, yields the relation 

(14.118) 

If O(g) is a cyclic group of order N,AN = 1 so that (AN &0, A) = O. Together with 
the above equation, this implies that 

N (AWo, A) E Z (14.119) 

This verifies that the eigenvalue of b is aN -th root of unity. 

§ 14.3. Highest-Weight Representations 

Highest-weight representations are characterized by a unique highest state Ii) 
annihilated by the action of all ladder operators for positive roots 

A ±a A iA 
~IA) = En IA) = HnIA) = 0, for n > 0, at> 0 (14.120) 

The eigenvalue of this state, i, is the highest weight of the representation 

Hhli) = Aili) (i #- 0), kli) = kli), Loli) = 0 (14.121) 
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Setting the La eigenvalue to zero is merely a matter of convention; a redefinition 
of Lo would yield any desired value. In the Chevalley basis, the eigenvalues are 
the Dynkin labels: 

(14.122) 

All the states in the module are generated by the action of the lowering operators 
on Ii). They obviously have the same k-eigenvalue, given that k commutes with 
all the generators. From now on, k will be identified with its eigenvalue k, the 
level. In most applications of interest, k is fixed from the outset. 

14.3.1. Integrable Highest-Weight Representations 

The analogues of the irreducible finite-dimensional representations of g are those 
representations whose projections onto the su(2) algebra associated with any real 
root are finite. It is clearly sufficient to concentrate on simple roots. An analysis in 
all points similar to the one that led to Eq. (13.27) shows that any weight i' in the 
weight system Ox (the set of all weights in the representation of highest-weight 
state Ii» satisfies 

i = 0, 1,···,r (14.123) 

for some positive integersPi,qi, which thereby implies that 

Ai E Z, i = 0, 1,···,r (14.124) 

For the highest weight i, all Pi'S are zero, and therefore 

i=O,I,···,r (14.125) 

This requires in particular that (cf. Eq. (14.57» 

AO = k - (A, e) E Z+ (14.126) 

With (A, e) E Z+, this immediately shows that k must be a positive integer, bounded 
from below by (A, e): 

k ~ (A, e) I (14.127) 

As we already mentioned, an affine weight for which all Dynkin labels are non­
negative integers is said to be dominant, and the set of all dominant weights will 
be denoted ~. 

A far-reaching consequence of the constraints (14.127) is that for a fixed value 
of k, there can be only a finite number of dominant highest-weight representations. 
For instance, for k = 1, the only such representations are those with highest weight 
Wi such that the corresponding simple root (Xi has unit comark. Since a~ = I for all 
g, Wo is always dominant. The level-l representation of highest weight Wo is called 
the basic representation. For su (N) , all comarks are one; there are thus N possible 
dominant highest-weight representations at level 1 whose highest weights are the 
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Wi'S, i = 0,···, r. As another example, the set of all dominant highest-weight 
representations of su(3) at level 2 is: 

[2,0,0], [0,2,0], [0,0,2], [1,1,0], [1,0,1], [0,1,1] 

On the other hand, the possibilities for (;2 at level 2 are 

[2,0,0], [0,1,0], [0,0,2], [1,0,1] 

(14.128) 

(14.129) 

since ar = 2a~ = 2a~ = 2. In the following, the algebra g at level k will be 
denoted gk' 

Representations that decompose into finite irreducible representations of su(2) 
and can further be written as a direct sum of finite-dimensional weight spaces are 
said to be integrable. The adjoint representation, although not a highest-weight 
representation, is integrable. The first condition is obviously satisfied and the 
direct-sum decomposition in the second requirement is simply the root-space de­
composition (i.e., the decomposition of the root space into a sum of finite roots and 
imaginary roots). Dominant highest-weight representations are also integrable. We 
will show shortly that the second condition is verified. Moreover, if 

(r)t = Ja or (Hi)t = Hi (Ea)t = E-a (14.130) n -n' n -n n -n 

dominant highest-weight representations are easily checked to be unitary. For 
instance, 

IE~n I~) 12 =(~IE;;a E~n I~) 
2 A A 

= lal2 [nk - (a, A)] (AlA) ~ 0 
(14.131) 

since for n > 0, any a, and ~ dominant, 

nk - (a, A) = [k - (0, A)] + (n - l)k + (0 - a, A) ~ 0 (14.132) 

For dominant highest weights, the conditions (13.27) are equivalent to the exis­
tence of the following singular vectors in the Verma module V.i. of highest-weight 
state I~): 

• A (J A 

F:(,' IA) = E) IA) = 0 

and 

(Eoai)'-i+ll~) = (~li-(A··(J)+ll~) = 0 

with i =I- O. In the Chevalley basis, these vectors read 

eil~) = (fj)Ai+ll~) = 0, i = 0, 1,···,r 

(14.133) 

(14.134) 

(14.135) 

In sharp contrast with simple Lie algebras, when these singular vectors are 
quotiented out from the dominant highest-weight Verma module V.i. (modulo their 
intersections), the resulting irreducible module, to be denoted L.i.' is not finite­
dimensional. The imaginary root can be subtracted from any weight without leav­
ing the representation, that is, if ~I E Q.i.' then ~I - n8 E Q.i. for any n > O. 
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The source of infinity clearly lies in the absence of a singular vector similar to 
Eq.(14.134) related to the imaginary root 8, that is, a singular vector that would 
involve H~ for n < O. 

We now show how the various weights in Qi can be obtained. The algorithm 
that gives the list of weights in irreducible highest-weight representations of g also 
works for g. We simply have to keep track of an additional Dynkin label. However, 
in the affine case this algorithm never terminates. 

We define the grade to be the Lo eigenvalue, shifted so that Loli.} = 0 for 
the highest state Ii.}. At grade zero, the various states are obtained from Ii.} by 
applications of the finite Lie algebra generators (the only generators of g that do 
not change the Lo eigenvalue). Hence, the finite projection of weights at grade zero 
are all the weights in the g irreducible finite-dimensional representation of highest 
weight A. Weights at grade one are obtained from those weights at grade zero that 
have positive zeroth Dynkin labels, by the subtraction of ao (which augments the 
Lo eigenvalue by one), followed again by all possible subtractions of the finite 
simple roots. The analysis of the higher grades proceeds along the same lines. 
An important point is that the finite projections of the affine weights at a fixed 
value of the grade are organized into a direct sum of irreducible finite-dimensional 
representations of g. 

Since at each grade there is a finite number of weights, the weight space de­
composes into a direct sum of finite dimensional weight spaces, which shows that 
dominant highest-weight representations are integrable. 

To complete the description of the representation, we must give the multiplicity 
of each weight. The multiplicity of weights, when the Lo eigenvalue is taken 
into account, is clearly finite. In fact, it can be calculated from the following 
modification of the Freudenthal recursion formula, which keeps track of the root 
multiplicities, 

[Ii. + .o12-1i.' + .012] multi(i.') = 2 L mult(a) 
ibO 

00 (14.136) 
X L(i.' +pa,a) multi(i.' +pa) 

p=l 

We recall that real roots have multiplicity one whereas imaginary ones have mul­
tiplicity r. (We stress that the scalar product in this formula is the one defined in 
Eq. (14.23).) With our convention for the Lo eigenvalue of highest-weight states, 
the scalar product of two affine highest weights does not differ from its finite form: 

(i., {L) = (A, f.L), for i.(Lo) = {L(Lo) = 0 

Thus, with i. = (A; k; 0) and .0 = (p; g; 0), 

Ii. + .012 = IA + pl2 

However, for a weight at grade m, i.' = (A'; k; -m) and 

Ii.' + .012 = lA' + pl2 - 2m(k + g) 

(14.137) 

(14.138) 

(14.139) 
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14.3.2. The Basic Representation of SU(2)1 

We now consider a detailed example, the basic representation of m(2»), of highest 
weight [1,0]. Using the algorithm mentioned above, it is simple to write down the 
different weights at the first few grades. These are displayed in Fig. 14.4, with their 
multiplicities given by subscripts. The three weights at grade one can be reached 
in only one way. Their multiplicity is thus bounded to be one. The same applies 
for the weights at grade two, except for [1,0] which can be obtained in two distinct 
ways. This means that its multiplicity can be either one or two. We can calculate 
it with the Freudenthal formula (14.136). With).. = (0; 1; 0) and)..' = (0; 1; -2), 
we have 

I).. + ,012 = Ipl2 = ~ 

I)..' + ,012 = IpI2 - 4(1 + 2) = ~ - 12 

Hence, the l.h.s. ofEq. (14.136) reads 

[I).. + ,012 - I)..' + ,012] multi()..') = 12 multi(O; 1; -2) 

(14.140) 

(14.141) 

To calculate the r.h.s., we need to consider all the weights i' + pa for p, a > 0, 
up to grade zero. We recall that the positive roots of su(2) are a), ±a) + n8, n8 
with n > 0, and they all have multiplicity one. The list of all possible contributions 
is given in Table 14.2, with their multiplicities and the required scalar products. 
From it, the r.h.s. of Eq. (14.136) is seen to be 

00 

L L(i' + pa,a) multi(i' + pal = 24 (14.142) 
ibO p=) 

We thus find that multi(O; 1; -2) = 2. 

14.3.3. String Functions 

Needless to say, multiplicity calculations are rather involved. However, the con­
stancy of the weight multiplicities along W orbits greatly simplifies the analysis. 
For instance, in the above example, all the weights in the representation can be 
obtained from the different weights (0; 1; -m) by WeyJ reflections. This is easily 
seen, at least at the first few grades. Therefore, the information on the multiplic­
ities of all the weights in the representation is coded in mult(O; 1; -m) for all 
m ::: O. The generating function for such multiplicities is called a string function. 
More precisely. let [L be a weight in ai such that [L + 8 ¢ ai. and denote the 
set of such weights as arax • The multiplicity of the various weights in the string 
[L, [L - 8, [L - 28,· .. is given by the string function 

• 00 ug') (q) = L multi ([L - n8) q" (14.143) 
n=O 
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[-1,2]1 -- [1,0]1 -- [3,-2]1 

// 
[-1,2]1 -- [1,0]2 -- [3,-2]1 

// 
[-1,2]2 -- [1,0]3 -- [3,-2]2 

/// 
[-3,4]1 -- [-1,2]3 -- [1,0]5 -- [3,-2]3 -- [5,-4]1 

Figure 14.4. Weights at the first few grades of the basic representation of S'U(2)1. The 
subscript gives the multiplicity. 

Table 14.2. Weights above (0; 1; -2) in the basic module of su(2)1 

p a i'+pa (i' +pa,a) mult).(i' + pa) 

1 (at; 0; 0) (at; 1; -2) 2 1 
1 (at; 0; 1) (at; 1;-1) 3 1 
1 (at; 0; 2) (at; 1; 0) 4 0 
1 (-at; 0; 1) (-at; 1;-1) 3 1 
1 (-at; 0; 2) (-at; 1;0) 4 0 
1 (0; 0; 1) (0; 1; -1) 1 1 
1 (0; 0; 2) (0; 1; 0) 2 1 
2 (at; 0; 0) (2at; 1; -2) 4 0 
2 (at; 0; 1) (2at; 1; 0) 5 0 
2 (-at; 0; 1) (-2at; 1; 0) 5 0 
2 (0; 0; 1) (0; 1; 0) 2 1 
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The string function for the weight [1, 0] in our example turns out to be the inverse 
of the Euler function (this will be demonstrated later): 

00 00 

uWo~J)(q) = qJ(q)-1 = n (1 - qn)-I = LP(n)qn (14.144) 
n=1 n=O 

where p(n) is the number of inequivalent decompositions of n into positive 
integers. The first few coefficients are 1, 1,2,3,5,7,11, IS, .... 

For more complicated representations, more than one string function will be 
required. We now see how many of them are actually needed. The complete infor­
mation about the multiplicity of all the weights in the representation is contained 

in the set of string functions ut)(q) for all [L E Qtx. However, since weight 
multiplicities are constant along Weyl orbits, that is, 

(14.145) 

it is sufficient to know the string functions for those weights in Qrax that are also 
dominant. (Recall that a Wey I orbit contains exactly one element in the fundamental 
chamber.) We note further that all the weights in Qi must also be in the same 
congruence class as i. (or A). The number of independent string functions required 
to fully specify the representation of highest weight i. is thus equal to the number 
of integrable weights at level k that are in the same congruence class as i.. Take 
for instance sU(2h; there are three integrable weights: [2,0], [0,2], [1, 1]. The 
first two belong to the same class. Thus, two string functions are required for the 
module L[2,O). 

The consideration of string functions brings us naturally to the characters of the 
integrable representations. 

§ 14.4. Characters 

14.4.1. Weyl-Kac Character Formula 

The character of an integrable highest-weight representation is defined as 

chi = L multi (i.')ei' (14.146) 
i'eo). 

In terms of string functions, this is just 

chi = L u1i )(e-S) ef-t 
jleQr8X 

This expression can be rewritten as 

(14.147) 

(14.148) 
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a formula known as the Weyl-Kac character formula. An alternate expression of 
the character is 

L - E(W)ew(.i+p) 
ch- = weW 

i<. eP 0&>0(1 - e-a)mull(a) 

Since the character for the representation of highest weight i 
follows the famous Macdonald-Weyl denominator identity 

L E(W)ewP = e P n(1 - e-a)mull(a) 

weW a>O 

(14.149) 

o is I, there 

(14.150) 

which is the root of many combinatorial formulae. For instance, applying it to 
su(2), 

00 

n(1-xnyn)(1-xnyn-I)(I _xn-Iyn) = L(_I)nxn(n+1)/2yn(n-I)12 (14.151) 
~I nd 

with x = e-ao and y = e-a ). Upon specialization, it reduces to various classical 
partition identities, including the Jacobi triple-product identity (cf. Exs. 14.7 and 
14.8). 

In terms of summations over the full affine Weyl group, the character formula 
(14.148) is not very useful. A more convenient expression is obtained by taking 
advantage of the semidirect product structure of the affine Weyl group, which 
allows factorization of a summation over the finite Weyl group: 

L E(w)ewi = L E(W) L ew(ta,,).i = L E(W) L e(ta,,)wi (14.152) 

weW weW weW 

In the last equality, we have used the identity 

w(ta,,) = (twa" )w (14.153) 

and the invariance of the coroot lattice under the action of the finite Weyl group. 
Next, we introduce the generalized theta function 

(14.154) 

With i = (A; k; 0) and the explicit expression (14.69) for ta'" the above expression 
can be manipulated as follows: 

n ~ (i<.+ka"·ko-) IA+ka"12) 0.i = L- e .. 21i 

a"eQ" 

= ek&o L ek(a"+Alk;0;-4Ia"+AlkI2) 

a"eQ" 

= ek&o L ek[a"-4Ia"12~1 

a"eQ"+Alk 

(14.155) 
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In the second and third equality we used Wo = (0; 1; 0) and aV = (aV ; 0; 0), a V 

being a finite coroot. This result has been obtained for a highest weight such that 
i(Lo) = O. But since the action of an element of the finite Weyl group cannot 
change the Lo eigenvalue, we write 

L E(w)eW~ = L E(W)e*IAI2~ewi (14.156) 
weW weW 

If the level of i is k, that of i + 'P is k + g, and the character takes the compact 
form 

(14.157) 

where the quantity m~, the modular anomaly, is defined as 

Ii + 'P12 1'P12 IA + pl2 Ipl2 
m'- --- --

A - 2(k + g) 2g - 2(k + g) 2g 
(14.158) 

As in the finite case, it is often useful to evaluate the characters at an arbitrary 
point, denoted 

~ = -21ri({; -c; t) 

We then use the notation 

ch;:(~) == ch;:({; -c; t) 

The explicit expression of the theta function at this point is 

e;:(~) = e-27rikt L e-7ri[2k(aV,{)+2(A,{)-TklaVHlkI2) 

aVeQV 

(14.159) 

(14.160) 

(14.161) 

Another widely used form for the character evaluated at a special point follows 
from expanding { as 

r 

{= LZia7 (14.162) 
i=1 

so that 
r 

(A, {) = A' Z = LZiAi (14.163) 
i=1 

Since little information is contained in the t dependence of the characters, they are 
usually presented as functions of the parameters -c and Z = (ZI, Z2, ... ,Zr): 

ch~(z; -c) == ch~ (tZiAi; -c; 0) 
,=1 

(14.164) 
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This expression is the same as 

ch£ (z; 1") = L mult£ 0:") e-21Tir(£',Wo)e-21TiZ;J..I 

£, 
(14.165) 

= L L mu1t£ (A') Ine2JTim e -2JTiz;J..1 
n J..' 

where, in the second equation, we used).,' = (A'; k; -n), and denoted by 
mult£ (A')ln the multiplicity of A' at grade n. More compactly, it reads 

(14.166) 

where hi is a Cheval1ey generator, whose action on I).,') yields Ai. For su(2), it is 
more standard to write 2zt = z, since in the spin basis JO = h12: 

su(2) : (14.167) 

When evaluated at ~ = t = 0, that is for ~ = -2m.1"Wo, the character is said to 
be specialized: 

ch£(r) == ch£(O; 1"; 0) = Ld(n)qn (14.168) 
n?:O 

where d (n) gives the total number of states at grade n. Another useful specialization 
is 

~ = -2rripx (14.169) 

where x is some constant. This is called the principal specialization. By means of 
the denominator identity, the principally specialized character can be expressed in 
a product form, hence its usefulness. 

Expression (14.157) makes natural the introduction of the normalized characters 
defined as 

(14.170) 

The specialized form of x£ is 

X£(q) = qmi Tr£qLo (14.171) 

From now on we will mostly use the normalized characters, and the epithet 
normalized will frequently be omitted. 

Extending the validity of the formula (14.170) to arbitrary weights (i.e., not 
necessarily dominant ones), and using the relation 

(14.172) 

leads directly to 

(14.173) 
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This simple formula will be used extensively. It has the following remarkable 
implication: if a weight i is fixed under the action of an odd element of the Weyl 
group, which means that there is aWE W with E(W) = -1 such that i = W· i, 
then Xi = O. 

14.4.2. The SU(2)k Characters 

The character of the SU(2)k integrable module Li is 

with the notation 

X(k) = X· 
AI - A and 

e(k+2) _ e(k+2) 
(k) = AI+I -AI-I 

XAI e(2) _ e(2) 
I -I 

Q(k) = Q. 
O'AI - O'A 

(14.174) 

(14.175) 

Although it is not manifest, the specialized form of this character is indeterminate. 
Indeed, consider the generic expression (14.161) for the SU(2)k theta function 
evaluated at~, where aV = nal and at = 2, with ~ = zw\: 

e~~)(~; r; t) =e-21rikt L e21rikm2 e-21riknz 

=e-21rikt L e-21ri[knz+!Alz-kn2T-nAIT-A~TI4k] 
neZ 

(14.176) 

For z = 0 and t = 0, changing the sign of A I affects only the sign of the exponent 
of e21riknAIT; however, this is irrelevant given that n is summed over all integers. 
Therefore, both the numerator and the denominator of the specialized character 
vanish. The specialized form of Eq. (14.174) must be obtained in a limit process, 
with z -+ O. We find 

L [A + 1 + 2n(k + 2)]e21rir[AI+1+2(k+2)nj2/4(k+2) 
X(k)(r) = neZ I (14177) 

AI Lnez[1 + 4n]e21rir[1+4nF/8 . 

In terms of q, it reads: 

'" [' + 1 + 2 (k + 2)] n[AI+1+(k+2)n] (k)( ) _ (AI+1)2/4(k+2)-i L..neZ 11.1 n q 
XAI q - q Lnez[1 + 4n]qn[1+2n] (14.178) 

where the prefactor is recognized as being qnti.. 
The first few terms of the simple case k = A I = 1 are: 

(I) 2.. (2 - 4q + 8q5 - IOq8 + ... ) 
XI (q)=q24 (1_3q+5q 3+9q lO+ ... ) 

=qi. (2 - 4q + 8q5 _ IOq8 + ... )(1 + 3q + 9q2 + 22q3 + ... ) 
=qi.(2 + 2q + 6q2 + 8q3 + ... ) 

(14.179) 
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The su(2) irreducible content of the module L[O.I) for the first four grades is: 
(1), (1), (3)$(1), (3) $ 2(0, so that the number of states at these different grades 
is indeed 2, 2, 6, and 8. 

We note finally that by means of the Jacobi identity9 

[qJ(q)] 3 = L(-on(2n+l)qn(n+1)/2 (14.180) 
neZ+ 

the SU(2)k characters can be written somewhat more compactly. First, we express 
the above sum with even and odd terms separated: 

[qJ(q)]3 = L(1 + 4n)q2n(n+1) (14.181) 
neZ 

Then, by using the relation between the Dedekind and the Euler functions 

TJ(q) = q-1AqJ(q) (14.182) 

we find 

(14.183) 

14.4.3. Characters of Heisenberg Algebra Modules 

To finalize the presentation of the affine algebra characters, we consider the u( 1 ) 
case, also called the Heisenberg algebra. The module of the Heisenberg algebra is 
simply the usual Fock space of a free boson (cf. Sect. 6.3.3). The highest-weight 
state of the Fock space is Ii; (O}) for any fixed eigenvalue i of the operator ao. It 
is annihilated by all raising operators an>o. Such modules are always irreducible, 
and states are of the form 

(14.184) 

As for affine simple Lie algebras, the differentiation operator Lo is included in the 
Cartan subalgebra of the affine extension of u(1). The Lo eigenvalue of a state in 
the Fock space is simply the sum of all occupation numbers ni. 10 The number of 
states at a fixed grade m is thus given by the number of partitions of m (written 
p(m» into positive integers, the occupation numbers ni. The specialized character 
of the Heisenberg module is thus equal to the inverse of the Euler function: 

00 

chu(l)(q) = LP(n)qn = qJ(q)-1 (14.185) 
n=O 

9 A field-theoretical proof of the Jacobi identity is presented in App. to.A, and the Lie-algebraic 
proof is sketched in Ex. 14.7. 
10 This is due to the convention that sets the Lo eigenvalue equal to zero for the highest state. In a 

field-theory context, this eigenvalue will be shifted by a factor /.2/2. 
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We note thatEq. (14.185) is equal to the string function aWo~]}(q); this equivalence 
will be explained in Sect. 15.6.2. 

With r copies ofEq. (14.14), we construct an r-fold Heisenberg algebra, with 
the defining commutation relations 

i,j= I,.,r (14.186) 

The restricted character for the module of a r-fold Heisenberg algebra is 
00 

chu(1),(q) = [chu(l)(q)r = qJ(q)-r = LPr(n)qn (14.187) 
n=O 

where Pr(m) is the number of ways of separating m into positive integers of "r 
colors." This character is the same as the string function for the weight cOo in the 
basic module of all simply -laced algebras of rank r. 

14.4.4. The u( 1) Characters Associated with the Free Boson 
on a Circle of Rational Square Radius 

A complete discussion of u( I) characters requires a brief field-theoretical digres­
sion. A u( 1) current algebra is simply the commutation relations for the modes of 
a free boson. However, if the boson is compactified on a circle of radius R, possible 
windings must be taken into account (cf. Sect. 10.4.1). The corresponding partition 
function has already been evaluated in Eq. (10.62). Writing it in the form 

Z = L Xn,m(q)Xn,m(ij) (14.188) 
n,m 

we can extract the chiral character Xn,m(q) as 

Xn,m (q) = 1l(~) q 4 (nIR+mRI2)2 (14.189) 

This is a simple u( 1) character, related to that of the previous section by 

Xn,m(q) = qh".m- 1I24ch(q) (14.190) 

with 

hn,m = ~(n/R + mRl2)2 (14.191) 

The extra power of q has to be equal to the modular anomaly for Xn,m to be a 
genuine affine normalized character. This is indeed the case, as indicated at the 
end of this section. 

It turns out that when R2 is rational, sayll 

R=/2;' (14.192) 

II Due to the R ~ 2/R duality, this fonn is not restrictive: The case R = Jpl/ql with p' odd is 
transfonned to 21R = J4qI/pl. 
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this infinite number oHiO) characters can be reorganized into a finite number of 
generalized characters (cf. also Ex. 10.21). With Eq. (14.192), the character reads: 

( ) 1 pp'(nl2p'+m/2p)2 
Xn.m q = TJ(q)q 

Introducing then the new integers 

and setting 

n = 2p'n' +r 

m=2pm'+s 

o ::: r ::: 2p' - 1 

O:::s:::2p-l 

u=n'+m' EZ 

f.. =pr+p's E Z 

so that 0 ::: f.. ::: 4pp' - P - p', we find 

( ) 1 pp'(u+l/2pp')2 
Xe.u q = TJ(q)q 

n' EZ 

m'EZ 

The announced reorganization is obtained by summing over u: 12 

(14.193) 

(14.194) 

(14.195) 

(14.196) 

X¥'p')(q) = _1_ LqPp'(U+i/2pp')2 (14.197) 
TJ(q) ueZ 

The range of f. can be further restricted to 0 ::: f.. < 2pp', or equivalently 

-pp' + 1 ::: f.. ::: pp' (14.198) 

since 

XH2pp,(q) = Xe(q) (14.199) 

These generalized characters are no longer simple u( 1) characters. The latter 
have been rearranged in terms of an extended algebra. This extended algebra is 
generated by the uO) current iiJqJ, whose modes yield the Heisenberg algebra, 
together with some extra currents. These currents are necessarily vertex operators 
of the form e iwp , since these are the only available operators in a free-boson theory. 
Simple conditions fix the value of a. At first, these operators must be well defined 
when qJ is replaced by qJ + 2rrR; this forces aR E Z. Moreover, the currents 
generating an extended algebra are required to have integer conformal dimension: 
lal 2/2 E Z. Finally, the dimension of these currents must be symmetric inp,p' in 
order to respect the duality R ~ 21R, which amounts to the interchange p ~ p'. 
Looking for the lowest nonzero dimensional solution of these requirements, we 
find 

a = ±y'2pp' (14.200) 

12 The resulting characters are exactly the functions K), introduced in Eq. (10.109), with J.. replaced 
byl. 
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Hence, the generators of the extended algebras are 

(14.201) 

(Forp = p' = 1, this extended algebra is simply su(2)\, as shown in Sect. 15.6). 
The primary fields of the extended theory are those vertex operators eiyrp whose 
operator product expansions with the generators are local. In other words, they 
must have trivial monodromy with the currents. This fixes y to be 

e 
y=--

J2pp' 

Their conformal dimension is 

12 
h l =--

4pp' 

lEZ (14.202) 

(14.203) 

For primary fields, the range of e must be restricted to Eq. (14.198) since a shift of 

l by 2pp' in eierpl...(iPi' amounts to an insertion of the ladder operator r+, which 
thereby produces a descendant field. 

From the point of view of the extended conformal field theory, the characters are 
easily derived. A factor qh t -1/24 h1(q )-since the central charge is unity-takes care 
of the action of the free boson generators. To account for the effect of the distinct 
multiple applications of the generators r±, which yield shifts of the momentum e 
by integer multiples of 2pp', we must replace e by l + m2pp' and sum over m. 
The net result is 

xrp')(q) =_1_ Lq-./;;?(l+m2pp')2 
T/(q) meZ 

This is exactly Eq. (14.197). 

=_1_ L qPp'(mH/2pp')2 
T/(q) meZ 

(14.204) 

In the following, the extended u(I) theory defined on a rational square radius 
R = J2p'lp will be denoted by u(I)pp'. For an ordinary u(I) theory, there is no 
notion of level. 

We now reinterpret the extended chiral structure in a Lie-algebraic language. 
The action of r+ on eiyrp amounts to adding a "simple root" a = J2pp' to the 
weight y. There is thus a natural root lattice: 

(14.205) 

whose dual is the weight lattice: 

(14.206) 

The ratio PIQ = Zl2pp' shows that there are 2pp' congruence classes, which can 
be labeled by an integer e restricted byEq. (14.198). Toe, we Carl associate the state 
Ie; {O}), which is a highest-weight state with respect to the Heisenberg algebra. 
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The full representation is obtained by adding all positive and negative roots and 
taking into account all distinct actions of the an<o 'so 

There is still another Lie-algebraic approach to the construction of the u( 1 )pp' 
characters, this time rooted in asu(2)k framework. When positive, l can be viewed 
as the finite Dynkin label of an integrablesu(2)pp' weight. This suggests evaluating 

the character ch~P') from the su(2)pp' character chi, by ignoring the finite roots 
and their corresponding Weyl reflections. Equation (14.156) with p = 0 and w = 1 
as the only finite Weyl contribution gives 

L E(w)ewi = e~IAl28ei 
weW 

(14.207) 

For the denominator, we use the product form (14.150), with P = 0 and a = n13: 

eP n(1 - e-a)mult(a) = (1 - e-n8 ) 

a>O 

(14.208) 

When evaluated at ~ = -2Jl'i(zwl; r; 0), this becomes q;(q), and the full character 
is 

_l2/4pp' 

ch~P')(z; q) = q q;(q) e~p')(z; r) (14.209) 

where e~p')(z; r) is e~~)(~; r; t) defined in Eq. (14.176), with k = pp', AI = l, 
~ = ZWI, and t = O. 

In the present context, the evaluation of the modular anomaly mi == ml looks 
ambiguous. By using a relation to be derived later (Eq. (15.122), withpp' playing 
the role of k), we can show ml to be 

12 1 
ml=----

4pp' 24 

The normalized character thus reads 

X~p')(z; q) = T/!q) e~p')(z; r) 

(14.210) 

(14.211) 

This expression holds for l negative as well. At z = 0, it takes the simple form 

(pp')r ) 1 ~ pp'm2 
Xl \q =- ~ q 

T/(q) meZ+l/2pp' 
(14.212) 

This is again the same as Eq. (14.197). 
This equivalence relies on the fact that the modular anomaly is simply h - cl24. 

As already mentioned, this links the nonnormalized u( 1) characters derived in the 
previous section to the normalized u( 1) characters written at the beginning of the 
present section. However, to understand this relation, we must be able to associate 
a conformal dimension to the highest weight of an integrable representation of an 
affine algebra. This will be done in the following chapter. 
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§ 14.5. Modular Transfonnations 

The action of the modular group 

ar +b 
r~-­

cr+d 

on the weight (s; r; t) is defined as 

( s ar + b C 1s12 ) 
(s; r;t) ~ --d; --d;t+ 2( d) 

cr + cr + cr + 

591 

(14.213) 

(14.214) 

The modular transformation properties of the characters X>.. are derived in 
App. 14.B. They take the form 

x>..(s; r + 1; t) = L Ts..p. Xp.(s; r; t) 
p.ep:,. 

x>..Wr; -lIr; t + IsI 2/2r) = L SiP. Xp.(s; r; t) 
p.ep:,. 

(14.215) 

Even before looking at the explicit expressions for the matrices T and S, the cru­
cial observation we should make from these transformation properties is that the 
characters of dominant highest-weight representations at some fixed level k trans­
form into each other under the action of the modular group, that is, the summation 
on the r.h.s. is restricted to weights in~. This fact turns out to be at the core of 
modular covariance in (unitary) rational conformal field theories. 

The matrix T is given by 

(14.216) 

showing that the transformation r ~ r + 1 induces only a phase change. The 
matrix S reads 

SiP. = il~+IIPIQvl-!(k +g)-r/2 L E(w)e-2Jri(w(HP).JL+p)/(k+g ) 

weW 

(14.217) 

where PIQv stands for the set of lattice points of P lying in an elementary cell 
of QV; IPIQv I is the number of points in this set (e.g., for su(2), it is 2 since ar = a) = 2w). This number is easily calculated from the determinant of the 
matrix whose rows are the Dynkin labels of the coroots (cf. Eqs. (14.296)-( 14.319) 
in App. 14.B): 

IPIQV I = det (ar, an = det [(and (14.218) 

For simply-laced algebras, this is the determinant of the Cartan matrix: 

(simply-laced) (14.219) 

As before, I ~+ I is the number of positive roots in the finite Lie algebra g. 
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Both matrices are unitary: 

I 7-t =7t, s-t = st I (14.220) 

For the 7 matrix, this is obvious. For S, it follows from the unitarity of the S 
matrices of theta functions, a verification that is left as an exercise (cf. Ex. 14.13). 

Some simple examples of modular S matrices are presented next. For SU(2)b 
since 18+ 1 = 1, IPIQv 1 = 2, g = 2, and IWtl2 = 4, the S matrix becomes 

I 

S-- = [_2_]2 . []f(At + 1)(ILt + 1)] 
}..I-' k+2 S10 (k+2) 

(14.221) 
On the other hand, the S matrix for su(3)t is 

S=_1 (! ! ~) 
.J3 1K2 K 

(14.222) 

where the fields are ordered as [1,0,0], [0,1,0], [0,0,1]. 
It should be stressed that these are the normalized characters that transform 

covariantly with respect to modular transformations. The string functions can be 
made modular covariant by a simple rescaling. These normalized string functions 
are defined as follows: 

(14.223) 

where m~(jl) is the relative modular anomaly, 

~ IILI2 
m~(IL) = m~ - 2k (14.224) 

with m~ defined in Eq. (14.158). The various c~)(q) with i,jl E ~ transform 
into themselves under modular transformations. 

§ 14.6. Properties of the Modular S Matrix 

14.6.1. The S Matrix and the Charge Conjugation Matrix 

From the explicit form of the modular transformation S, we see that S2 =1= 1. 
Indeed, under two successive transformations 1" -+ -lh, 

~ -1 1~12 
(~;1";t)-+(-;-;t+-2 ) 

1" 1" 1" 

1~12 l~hl2 
-+ (-~; 1"; t + 2; + 2(-lh» 

(14.225) 

= (-~; 1"; t) 
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Evaluating Xi at -2rri( -~; t'; t) yields the same result as evaluating Xi- at 
-2rri(~; t'; t): 

(14.226) 

This can be seen from the expression (14.170): the minus sign in front of ~ can be 
absorbed in a redefinition of the summation variable W -+ -Wwo, so that 

W· i = (-Wwo)· i = tV· (-wo)· i = tV· i* (14.227) 

This produces an extra phase E(WO) in both the numerator and the denominator, 
which cancels out. This shows that S2 is indeed the charge conjugation matrix (cf. 
Eq. (10.206» 

with 

CXi = Xi-

This is simply illustrated with the su(3)! S matrix (14.222): 

S2 = (~ ~ ~) 
010 

On S, the action of C is simply the usual complex conjugation: 

5=CS=SC 

which is equivalent to 

(14.228) 

(14.229) 

(14.230) 

(14.231) 

(14.232) 

An alternative direct check of the above relation is obtained by comparing 

with 

5ijJ. = (_i)It,+IC L E(w)e2rri(w(Hp),JL+p)/(k+g ) 

WEW 

Si-jJ. = ilt,+IC L E(W)e-2m(w(A-+p),JL+p)/(k+g) 

WEW 

(14.233) 

(14.234) 

where C is some real constant. With A * = -Wo . A, the change of the summation 
variable from W to wwo yields a residual factor E(WO). This factor is simply equal 
to (_1)1t,+1 (see App. 14.A), exactly what is needed to change (-i)It,+1 into ilt,+I. 

14.6.2. The S Matrix and the Asymptotic Form of 
Characters 

For restricted characters, the second part of Eq. (14.215) reduces to: 

Xi (-lit') = L SijJ. XjJ. (t') 
jJ.Ep<'-

(14.235) 
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which can also be written as 

Xi(r) = L SijJ. XjJ.(-lIr) 
jJ.E~ 

In this latter fonn, consider the limit r ---+- iO+: 

lim XjJ. (-llr) = e-(2rnm"h)[dim IILI + O(e-2Jri/,)] 
,~iO+ 

(14.236) 

(14.237) 

The dominant tenn in the sum (14.236) comes from the contribution of the repre­
sentation with lowest modular anomaly, namely it = kflJo, whose representation 
contains only one tenn at grade zero. This yields 

lim X'(r) = S· erncll2, 
,~iO+ A 11.0 

where the parameter c is given by: 

kdimg 
c = -24mkilJo = 

(k +g) 

(for the second equality, we used the strange formula (13.179». 

(14.238) 

(14.239) 

Equation (14.238) shows that the matrix element Sio is a real positive number 
(cf. the argument leading to Eq. (10.213». That Sio is real is actually a simple 
consequence of Eq. (14.232) and the fact that the vacuum representation is self­
conjugate. It can also be seen as follows. From Eq. (14.217), Sio is seen to be 
proportional to the sum over the finite Weyl group of €(w)e WP , evaluated at the 
point~a: 

-27ri 
~a = k + g «(1' + p) (14.240) 

This sum can be rewritten in product form by means of the Weyl denominator 
formula (13.165) (where Dp is defined in Eq. (13.164»: 

Sio = IPIQvl-!(k +g)-rI2 n 2 sin (7r(~A + p») (14.241) 
aE~+ +g 

All factors of i have disappeared, as expected. Furthermore, for any positive root 
a, and i an integrable weight, we have 

o :5 (a, A + p) :5 k + g (14.242) 

which shows that 

Sio > U (14.243) 

Actually, the following, stronger result is also a direct consequence ofEq. (14.241): 

I Sio ~ Soo > 0 I (14.244) 

We note that the O-th row of S is the only positive one. 
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14.6.3. The S Matrix and Finite Characters 

By comparing the ratio 

(a) _ Sa>.. LWEW E(w)e-2l1"i(a+p,w(A+p»/(k+g) 

y>.. = SaO = LWEW E(W)e-2lI"i(a+p,wp)/(k+g) 
(14.245) 

with the finite character formula for the g representation of highest weight v 
evaluated at ~ 

we conclude that 

LWEW E(W)e(w(A+p),s) 

XA(~) = L ()e(wp,s) 
WEW EW 

(14.246) 

(14.247) 

where the character is evaluated at the special point ~(1 defined in Eq. (14.240). 
In due course, we will extract important consequences from this remarkable 
relationship. 

14.6.4. Outer Automorphisms and the Modular S Matrix 

We now evaluate the action of the outer-automorphism group on the S matrix. This 
will bring new light on the isomorphism between the center of the group B( G) and 
the outer-automorphism group O(g). 

We consider then the action of A E O(g) on the modular matrix S 

AS>.." = SA(>")" ex L E(w)e-2m(WA(>"+,D),IL+P)/(k+g) 

WEW 

ex L E(w)e-2l1"i«k+g)wAcOo+WWA(A+P),IL+P)/(k+g) 

WEW 

In the first step, we use the invariance of p under the action of A, so that 

Ai + P = A(i + p) 

(14.248) 

(14.249) 

We then apply the formula (14.98), with i replaced by i+p (whose level isk+g): 

A(i + p) = (k + g)(A - l)Wo + wA(i + p) (14.250) 

Since, from Eq. (14.114), 

(wAWo, IJ- + p) = (AWo, IJ- + p) mod Z (14.251) 

the first exponential factor can be put outside the sum. Then, we let w = ww A, 

with 

(14.252) 

and sum over W, to obtain 

AS>.." = E(WA)S>.."e-2lI"i(AcOo,IL+P) (14.253) 
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Recall that the signature of W A can be written explicitly as 

E(WA) = e21T;(Acilo.p) 

(cf. Eq. (14.100)), so that 

(14.254) 

(14.255) 

The remaining phase factor is exactly the eigenvalue b, the element of the center 
associated with A (cf. Sect. 14.2.3 and in particular Eq. (14.117)) on iL, the second 
label of the modular S matrix. In a matrix notation, we can thus write 

AS=Sb (14.256) 

or, equivalently, 

(14.257) 

This shows that the outer-automorphism group O(g) and the center B(G) are not 
only isomorphic, they are also exactly S duals of each other! This key relation will 
be the cornerstone of a general method for the construction of modular-invariant 
partition functions in conformal field theories with Lie group symmetry. 

§ 14.7. Affine Embeddings 

14.7.1. Level of the Embedded Algebra 

We consider an embedding of semisimple Lie algebras peg. Since the generators 
of the Lie algebra p are linear combinations of those of g, this finite Lie algebra 
embedding has an affine extension of the form PiC C gk' What has to be determined 

is the exact relationship between the levels ic and k, which amounts to a comparison 
of normalizations in two different algebras. Hence, the first step is to reinsert the 
appropriate factors of 1012 in the commutation relation (14.5). Recall that the level 
is obtained from the scalar product of i with 8 (see Eq. (14.55)), and that all 
scalar products have been normalized in terms of 1012 = 2. If we avoid fixing the 
normalization, we must write 

k=k'~ 
2 

where now k' is called the level. It is still an integer given by 
r 

k' = LarA; E Z+ 
;=0 

With this modification, the commutator (14.5) takes the form 

[J~,J~] = ifabJ~+m + k'n 1~2 8a,b8n+m•0 

(14.258) 

(14.259) 

(14.260) 
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We denote the p generators by ja' (in an orthononnal basis), with a' = 
1, ... ,dim p. They are generically related to the g generators through a linear 
combination of the fonn 

a 

Orthonormality with respect to the Killing form forces 

L ma'amb'a = ~a'b' 
a 

(14.261) 

(14.262) 

These expressions together with Eq. (14.260) give the p commutation relations. The 
coefficient of the central term remains unaffected (now proportional to ~a' ,b' ~n +m ,0), 

This coefficient can be expressed in terms of fJ, the highest root of p: 

k' ~ = k' IfJI2 1191 2 == k' 1012 

2 2 1012 2 
(14.263) 

In other words, the level k of the embedded affine algebra p is related to that of g 
by the simple relation 

(14.264) 

Of course, in order to compare the length of the two roots, we should project the 
g root onto the p algebra. The ratio IPel 2/1fJI 2 is simply the embedding index Xe 

defined in Eq. (13.250): 

(14.265) 

Clearly, Xe ~ 1, which implies that k ~ k. (Note also that Xe is always an integer, 
which is made manifest by Eq. (13.251).) 

14.7.2. Affine Branching Rules 

The next point of interest is the calculation of affine branching rules, that is. the 
coefficients b ;',jl in the decomposition 

L;. t-+ E9 b ;',jl Ljl 
jl 

(14.266) 

In principle, this calculation is straightforward but tedious. We decompose grade 
by grade the module L;. into irreducible representations of p and then reorganize 
the results into a direct sum of affine p modules Ljl. A few simple examples will 
clarify the procedure. 

Consider first the decomposition of the su(3)\ module L[1,o,o) into the su(2)\ 
modules L[1,o) and L[o,\). (This is the affine extension of the regular embedding 
su(2) C su(3) with Xe = 1.) The first step is the construction of the modules 
under consideration. The result is presented in Tables 14.3 and 14.4, for the first five 
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grades. The third column of Table 14.3 gives the appropriate grade-by-grade su(2) 
decomposition of the irreducible su (3) representations of the module L[I,o,o). These 
states should then be reorganized in terms of the two integrable SU(2)1 modules 
L[1,o) and LIO,I)' To proceed, it is convenient to express a module decomposition 
into irreducible representations of the corresponding finite Lie algebra: 

Li = I:qn EB LA(i,") (14.267) 
n i 

where q is a parameter keeping track of the grade and the LAO,,,) 's denote the 
irreducible representations of g at grade n. For instance, 

[1,0,0] = (0,0) +q (1, 1) +q2 [2(1,1) ffi (0,0)] + ... (14.268) 

Hence, for the embedding under consideration, 

[1,0,0] 1-+ (0) + q [(2) ffi 2(1) ffi (0)] + q2 [2(2) ffi 4(1) ffi 3(0)] + ' .. (14.269) 

This has to be reexpressed in terms of the SU(2)1 representations [1,0] and [0, 1]. 
Using the decomposition presented in Table 14.4, we find 

[1,0,0] 1-+(1 +q + 2q2 + 5q3 + 6q4 + ... ) [1,0] 

ffi (2q + 2q2 + 4q3 + 6q4 + ... ) [0, 1] 
(14.270) 

The branching functions are thus: 

b[1,o,ow,O) =(1 + q + 2q2 + 5q3 + 6q4 + ... ) 
b[1,O,O),IO,I) =(2q + 2q2 + 4q3 + 6q4 + ... ) (14.271) 

These are infinite series in q , meaning that there is an infinite number of terms in the 
decomposition of L[1,o,o). This is a generic feature. However, there are exceptions, 
as the next example demonstrates. 

Table 14.3. The su(2) decomposition of each grade of the su(3)1 module L[l,o,oJ for 
the two embeddings su(2) C su(3) . 

L[1,o,o) module su(2) decomposition 

Grade su(3) content Xe = 1 Xe = 4 

0 (0,0) (0) (0) 
1 (1,1) (2) ffi 2(1) ffi (0) (4) ffi (2) 
2 2(1, 1) ffi (0,0) 2(2) EB 4(1) ffi 3(0) 2( 4) EB 2(2) ffi (0) 
3 (3,0) EB (0, 3) 2(3) EB 5(2) 2(6) ffi 3(4) 

ffi3(1, 1) ffi 2(0,0) EB8(1) ffi 7(0) EB5(2) EB 2(0) 
4 (2,2) ffi (3,0) EB (0,3) (4) EB 4(3) ffi 11(2) (8) ffi 3(6) ffi 8(4) 

ffi6(1, 1) ffi 3(0,0) ffiI6(1) EB 12(0) EB8(2) EB 4(0) 
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Table 14.4. The su(2) irreducible representations 
of the first five grades in the two integrable 
su(2)1 modules. 

Grade L[t,o] L[O,I] 

0 (0) (1) 

1 (2) (1) 

2 (2) ffi (0) (3) ffi (1) 
3 2(2) ffi (0) (3) ffi 2(1) 
4 (4) ffi 2(2) ffi 2(0) 2(3) ffi 3(1) 
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Consider now the affine extension of the special embedding su(2) C su(3) 
(for which Xe = 4) at level I, that is, the affine embedding SU(2)4 C su(3k 
We again concentrate our attention on the module L[1,o,o). The appropriate su(2) 
decomposition at the first five grades is given by the fourth column of Table 14.3. 
Since the corresponding finite embedding is really an embedding of so(3) into 
su(3), all su(3) weights are projected onto su(2) weights with even finite Dynkin 
labels. Hence, only the modules L[4,O], L[o,4] , and L[2,2] are relevant in the decom­
position of L[1,o,o). Their su(2) decomposition is presented in Table (14.5). Quite 
remarkably, we find that 

[1,0,0] t-+ [4,0]ffiq[0,4] (14.272) 

so that the two branching functions contain a single term. A similar analysis with 
the other integrable modules SU(3)1 L[O,I,O) and L[O,O,I] yields 

[0, 1,0] t-+ [2,2] , [0,0, I] t-+ [2,2] (14.273) 

This finite reducibility is particular to the level-l decomposition of the su(3) 
modules: for all k > I, the branching functions for su(2)4/c C SU(3)k contain an 
infinite number of terms. The precise conditions under which finite reducibility is 
possible will be presented in Sect. 17.5. 

14.7.3. Branching of Outer Automorphism Groups 

The construction of conformal field theories in terms of affine Lie algebra embed­
dings will raise a tricky issue concerning the precise determination of the physical 
spectra. To address this technicality, we need to know how group centers branch. 

To an element b E B( G), there corresponds an element b in the center of the 
group of p if, for any >:. E g, the eigenvalue of b on >:. equals the eigenvalue of b 
on the projection of >:. onto a p weight. This relation is noted as follows: 

(14.274) 



600 14. Affine Lie Algebras 

Table 14.5. su(2) irreducible representations of each grade for the three 
integrable SU(2)4 modules with even finite Dynkin labels. 

Grade L[4,O) L[o.4) L[2,2) 

0 (0) (4) (2) 

1 (2) (4) $ (2) (4) $ (2) $ (0) 

2 (4) $ (2) (6) $ 2(4) (6) $ 2(4) 
$(0) $2(2) $ (0) $3(2) $ (0) 

3 (6) $ (4) 2(6) $ 4(4) 2(6) $ 5(4) 
$3(2) $ (0) $4(2) $ (0) $5(2) $ 3(0) 

4 (8) $ (6) EB 4{ 4) (8) $ 4(6) $ 8(4) (8) $ 5(6) $ 9(4) 
$4(2) $ 3(0) $7(2) $ 3(0) $11(2) $ 4(0) 

This implies 

Pbi=bPi, (14.275) 

or, more compactly, 

Pb=bP (14.276) 

Let A (resp . .4) be the element of O(g) (resp. 0(1'» related to b (resp. b) through 
the eigenvalue equation 

bi = ie2ni(Aci>o,A) 

bPi = pie21ri(Aci>o,PA) 

These eigenvalues are equal if and only if 

(AWo, A) = (AWo, PA) mod 1 

(14.277) 

(14.278) 

This correspondence between elements of O(g) and O(P) will be written under 
either the form 

or (14.279) 

We note that such relations are level independent. From the center point of view, 
they characterize the finite embeddings as well as their affine extensions. 

We look again at our familiar su(2) C su(3) embeddings. For su(3), A can be 
either l,a, ora2 , and 

(Wo,A) = 0 (aWo, A) = ~(At +2A2) 

In the regular embedding (xe = 1), P(t)A = (At + A2)Wt, and 

(Wo, P(t)A) = 0 (iiWo, P(t)A) = ~(At + A2) (14.281) 
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since for su(2) A can be lora. The comparison of these results shows the nonex­
istence of relations between O(su(2» and O(su(3» for the regular embedding, 
besides I t-+ 1. However, for the special embedding, P(4)A = 2(AI + A2)Wl so 
that 

(14.282) 

which reveals a nontrivial branching I t-+ a. I3 

There may exist more than one nontrivial relation, as the following diagonal 
embedding example shows. A diagonal embedding is of the form 

(14.283) 

Here, the pair of weights>", jl of gk E9 gk' is projected onto the weight>" + jl of gk+k' • 

It is then easily checked that to any element A of O(g) corresponds the element 
A ® A of O(g E9 g), because in that case Eq. (14.278) becomes 

(AWo, A) + (AWo, IJ-) = (AWo, A + IJ-) (14.284) 

If O(g) has order N, this produces N - I nontrivial relations. 

Appendix 14.A. A Technical Identity 

In this appendix, we show that the signature ofwA, the element of the Weyl group 
associated with the outer automorphism A through Eq. (14.98), is 

(14.285) 

We recall that W A = WiWO, where Wo is the longest element of W, Wi is the longest 
element of W(i), and i is such that AWo = Wi. The signature of W A is thus 

(14.286) 

where l (w) stands for the length of w. It is clear that 

(14.287) 

where I ~+ I is the number of positive roots. Indeed, the weight space is divided 
into 21~+1 chambers. The chamber that is the farthest from the fundamental one 
is associated with Wo, which is thus anelementoflength I~+I. Similarly, l(Wi) = 
I~~\ where ~~) is the set of positive roots generated by all simple roots except 
ai: 

(i) 
~+ = {a E ~+I (a,Wj) = O} (14.288) 

13 Since the full symmetry group of 5u(3) is the dihedral group D3 (generated by charge conjugation 
and the outer automorphism group), we found that D3 ~ ~. The ~ part of D3 that survives the pro­
jection must be the charge conjugation, so that * ~ Ii (where the star indicates the charge conjugation 
operation); in the present case, this cannot be distinguished from 1 ~ Ii. 
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The roots of ~+ not belonging to .1.~} necessarily satisfy (a, Wi) = 1 sinceai = 1.14 

We can thus write 

ae.6.+ 
(a,wi)=1 

=I~+I - L (a, Wi) 
aeLl.+ 

(14.289) 

In the second equality we removed out the constraint (a, Wi) = 1 since it does not 
affect the sum, and in the last step we used the definition of the Weyl vector as the 
half sum of positive roots. With Wi = AWo, this verifies the first part ofEq. (14.285). 
Consider now Eq. (14.98) with i = p = L~=o Wi. Using the invariance of p under 
A, we find 

P -WAP = g(A -l)wo 

Taking the scalar product of both sides with AWo yields 

(p - wAP,AWo) = glAWol 2 

(14.290) 

(14.291) 

(We recall that in the scalar product of an affine weight with a finite one, only 
the finite part of the former weight contributes.) Another property of P is that it is 
self-conjugate: 

p* = -WoP = P (14.292) 

so that P -WAP = P+WiP. But since Wi involves reflections with respect to roots 
orthogonal to Wi, (WiP, Wi) = (p, Wi), and finally 

2(p,AWo) = glAWol2 

completing the proof ofEq. (14.285). 

(14.293) 

Appendix 14.B. Modular Transformation Properties of 
Affine Characters 

We recall that ad-dimensional Euclidian lattice r is defined in terms of some basis 
{Ei} oflRd as 

(14.294) 

14 The mark associaled with the i-th simple root is necessarily 1 because Ui is relaled to the zeroth 
root by an ouler automorphism. ai = 1 prevents 2ai + something from being a root (otherwise 9, 
whose expansion coefficient on Ui is ai = I, would not be the highest root), which justifies the above 
claim. 
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Its unit cell r 0 is 

ro = {tXiEilO ~Xi < I} 
1=1 

(14.295) 

so that the intersection ro n r contains a single point, the origin. The volume of 
the cell is 

vol{r) = J detgij (14.296) 

(it is standard to not write the subindex zero in the volume) where the metric gij is 
naturally given by 

(14.297) 

The dual lattice r* is similarly defined, in terms of the dual basis {Ed: 

Ei . Ej = [,ij (14.298) 

The volume of the unit cell of the dual lattice is related to that of r by 

vol{r*) = [vol{r)r l (14.299) 

The main tool in the analysis of modular properties of functions defined by a 
summation over a lattice is the Poisson resummation formula: 

where 1 (p) is the Fourier transform of f{x): 

r(P) = ( dx e21rix ·pf(x) 1Rd 
To prove this relation, we introduce the auxiliary function 

F{z) = Lf{x + z) 
xer 

(14.300) 

(14.301) 

(14.302) 

This is manifestly a periodic function of z, which can thus be Fourier expanded as 

with 

F{z) = L e-2mz·p P(P) 
per· 

P(P) = _1 _ ( dy e 2Jriy·p F(y) 
vol{r) 1ro 

(14.303) 

(14.304) 

We note that the range of integration is restricted to ro, the fundamental period 
of F{z). Substituting Eq. (14.302) into Eq. (14.304) and feeding back the result in 
Eq. (14.303) yields 

F{z) = L e-~;; ( dy Le2JriY·Pf{x +y) 
per. vo 1ro xer 

(14.305) 
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The integration over r 0 combined with the summation over all lattice points 
produces an integration over the whole space IRd: 

(14.306) 

Here we used the fact that x . P E Z to replace y . p by (x + y) . p in the exponential 
factor. Thus, 

" 1".-~f(x + z) = -- ~ e-2mz'Pf(P) 
xer vol(r) per-

(14.307) 

and the desired result follows by setting Z = O. Applied to a Gaussian-like function 
of the form 

(14.308) 

Eq. (14.307) yields 

L e-i:rrX2"+2:rrix-a = _1_( _ir)dI2 L e i:rrr(p+a)2 

xer vol(r) per-
(14.309) 

We recall that x is a d-dimensional vector; the factor (_i7:)dl2 comes from the 
d-independent Gaussian integrals of the Fourier transform: 

(14.310) 

The use of Gaussian integrals is justified since the imaginary part of 7: is assumed 
to be positive. 

We are now in a position to study the modular properties of the theta function 

s~ == sik) (14.311) 

evaluated at ~ == -21l"i(,; 7:; t): 

sik)(,; 7:; t) = e-2:rrikt L e-2:rrik(av+)Jk,s)ei:rrkrlav+)JkI2 

aVeQV 

We consider first the S transformation: 

Sik)(f; -~; t + l.f.E) = e-2:rrit L e-i:rrklav+)Jk+sI2/r 

7: 7: 27: aVeQV 

(14.312) 

(14.313) 

The Fourier transform of the function f(aV ) that follows the summation symbol is 

r(P) = { daVe2:rri(aV,p)e-i:rrklav+)JkHI2/r 

JR' 
=( _ ~y12 e-2:rri(P,s+)Jk)ei:rrrIP12Ik 

(14.314) 
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(The dimension of the Euclidian lattice is now r, the rank of g). A direct application 
ofEq. (14.309) yields 

I'" 1 11'"12 iT: e-2Jrikt 
e(k)(~; __ , t + -~-) = (--r'2 '" e-21l'i(p,{+),Jk)+ill'IP12 rlk (14.315) 

A 'l" 'l" 2'l" k vol(Qv) ~P 
pe 

the weight lattice P being the dual of QV . Note that QV C P and a fortiori kQv c P 
for any positive integer k. This allows a separation of the summation over Pinto 
two parts: 

L((P) = L L (f3v + JL) = L L (kaV + JL) (14.316) 
peP {JvekQV /-tePlkQV 

In this way, the S transform of e~k) can be reexpressed as 

I'" 1 11'"12 iT: e-21l'ikt 
e~k)(~; --,t+ -~-) = (--r/2 L e-21l'i(/-t,A)/k 

'l" 'l" 2'l" k vol(Qv) /-tePlkQV 

X L e-21l'i(aV ,>')e-2niklav +/-tlk,{le ill'h lav +/-tlkI2 

aVeQV 

(14.317) 

Since A is an integrable weight, (aV, A) E Z and e-21l'i(aV ,>.) = 1; the function that 
is summed over QV is then just e~) (up to a multiplicative factor) evaluated at ~: 

e~k)(f;_~;t+lft)=(_i'l"r'2 1 v L e-21l'i(/-t,>')/ke~)(~;'l";t) 
'l" 'l" 2'l" k vol(Q) /-tePlkQv 

(14.318) 
The factor [vol(QV)]-1 can be written as 

1 [ vol(P) ] 4 P"Qv _1 --:-::--:- - = 1 I 1 2 
vol(QV) - vol(QV) -

(14.319) 

This is a direct consequence ofEq. (14.299). IPIQvl is the number of points of P 
in a unit cell of QV . 

It turns out that the S matrix defined by 

e(k)(f. -~. t + lft) = '" S(k) e(k)(r. 'l"' t) (14.320) >. ' , 2 ~ A/-t /-t ~, , 
'l" 'l" 'l" /-tePlkQV 

is unitary. This can be justified as follows (dropping the superscript k): 

(Ssth/-t = L S>.aSa/-t = IPIQvl-'k-r L e-21l'i(A-/-t,a)/k 

aePlkQV aePlkQV 

(14.321) 

The sum over u can be decomposed into different sums over roots of unity, which 
all vanish when A - JL = 0. 15 In that case, the contribution of the sum is simply 

15 More precisely. the sum 2: exp(2m(JL - A, a)lk) with a E PlkQv splits into IPlkQv lIn identical 
sums over the n n-th roots of unity (when A - JL * 0). Clearly, for w = e21ri/n. 2:1=1 wi = O. The 
number n is defined as the smallest integer such that n(JL - A. a)lk E Z for all a E PlkQv. Here is 
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the number of tenns it contains. namely 

L 1 = vol(kQV) = kT vol(QV) == kTlplQvl 
ue(PlkQV) vol(P) vol(P) 

(14.322) 

from which it follows that 

sst =[ (14.323) 

We are actually interested in the modular transfonnation properties of the sum: 

Fi+p == L E(w)e~~~p) (14.324) 
weW 

From Eq. (14.318) it follows that 

~ 1 ,~,2 ( i7: )T12 I 

Fi+p(-; --;t+ -2 ) = -k-- IPIQv,-z L E(W) 
7: 7: 7: + g weW 

X L e-2m(w(A+p)'IL)/(k+g)e~+g)(~; r; t) 
lLePI(k+g)QV 

(14.325) 

Since J.L E P .. itis an integral weight. Further. it lives within a unit cell of (k +g)Qv • 
which. for convenience. is supposed to be centered on the origin of P. All J.L in 
PI(k + g)Qv satisfy (9, J.L) ::::: (k + g). Notice that J.L = 0 does not contribute in 
Eq. (14.325) since in that case the summation over the finite Weyl group reduces 
to Lwew E(W) = O. The sum over all J.L =I- 0 within PI(k + g)Qv can then be split 
into a sum over all J.L in that part of the fundamental (finite) chamber delimited by 
(k + g)Qv , plus a sum over the finite Weyl group 

L f(J.L) = L L f(w'(v + p» 
/lePI(k+g)Qv 

The weight v extends to integrable affine weight at level k. This yields 

~ 1 ,~,2 
Fi+p(-;; --;; t + ~) 

where 

= K " E(W) '" e~(w(A+p),w'(v+p»e(k+g) (r. 7:' t) LJ ~ w'(v+p)~' , 
w',weW VEP+ 

(v.9)~k 

= K L L E(W")e-2m(w"(A+p),v+p)/(k+g)Fv+p(~; 7:; t) 
vEP+ w"eW 

(v.9);5k 

(14.326) 

(14.327) 

(14.328) 

another argument: for the present purpose, /L - A can be restricted to PlkQv (because of the scalar 
product with an integrable weight); the result is thus equivalent to the orthogonality of the characters 
of the Abelian group of IPlkQvl, interpreted as a finite group under addition. 
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To obtain the second equality, we set w" = (W')-IW so that E(W) = E(W')E(W"). 
This takes care of the modular transformation property of the numerator of the 

normalized character. For the denominator, A = 0, so that in Eq. (14.327) only 
v = 0 contributes: 

F.(f; -!; t + iff) = 
p r r 2r 

(- irr'2IP/Qvl-4 (I: E(W)e-2:rri(WP,P)/g)Fp({; r; t) 
g weW 

(14.329) 

Performing another S transformation yields Fp(-~; r; t), whose absolute value 
equals that of Fp(~; r; t). This forces 

I I: E(W)e-2:rri(W
p,p)/gl == IDp(-2rrip/g) I =g'-!2lp/QvI4 (14.330) 

weW 

where we used the notation (13.165). The phase of Dp(-2rrip/g) can be extracted 
as follows. From Eq. (13.165), 

Dp(-2mp/g) = O(-2i) sin(rr(a,p)/g) (14.331) 
a>O 

For any positive root a, (a, p) > O. Furthermore, since 

(a, p) :::: (e, p) = g - 1 

it follows that 

o < sin(rr(a, p)/g) < 1 for a> 0 

This implies 

and leads us to 

Fp(f; -!; t + 12~12) = (-iryl2(-i)IA+IFp(~; r; t) 
r r r 

The final result is obtained from the ratio of Eqs. (14.327) and (14.335): 

X,( f; -!; t + iff) = iIA+1IP/Qvl-4(k +g)-r/2 
J.. r r 2r 

x I: I: E(W)e-2:rri(w(J..+p),v+p)/(k+g)Xv(~; r; t) 
ve~ weW 

(14.332) 

(14.333) 

(14.334) 

(14.335) 

(14.336) 

The unitarity of this S matrix follows directly from that of S (cf. Ex. 14.13). 
For the T transformation, the analysis is much simpler. The replacement r ~ 

r + 1 in Eq. (14.312) produces the extra factor ei:rrklav +J../k 12 , which reduces to 
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eiJTIAI2/k because lav 12 E 2Z and (aV , >..) E Z. Since this factor is unaffected by the 
replacement A -+ W>.., we have 

and therefore 

X,t (s; r + 1; t) = e2JTimi X,t (s; r; t) 

where m,t is given by Eq. (14.158). 

Appendix 14.C. Paths as a Basis of States 

14.C.1. Basis for the Integrable Representations of m(2)} 

(14.337) 

(14.338) 

We now present an explicit basis for the su(2)1 representation of highest weight 
[1,0]. The states are associated with the various integer-spin excitations of a semi­
infinite spin-4 quantum Ising chain in the antiferromagnetic regime. One of the 
two possible ground states is 

10) = - + - + - + - + ... (14.339) 

where + or - refer to spin up or down, respectively. We define the action of some 
generators fi and ei on the semi infinite spin chain as follows: 
fO: freezes all pairs (+ -) (in this order) and changes the rightmost (unfrozen) -
into a +.16 

fl: freezes all pairs (- +) (in this order) and changes the rightmost (unfrozen) + 
into a-. 
In the first case, if there are no - 's left, the state is annihilated by fo. A similar 
statement applies for the action of fl. The action of the generators eO and el 
is identical except that rightmost is replaced by leftmost and + by - (but the 
frozen pairs are the same). The freezing operation starts with adjacent pairs, but 
nonadjacent ones must also be considered. For instance, in order to calculate the 
action of fO on 

++-+-++--+- ... 
the pairs (+ -) must be frozen as follows 

+ (+ -) (+ -)( + (+ -) -) (+ -) ... 

so that only the initial + is left. 
Applied on the highest state, the fi 's generate all the states in the representation. 

The highest state of the representation is the ground state 10) of the semiinfinite 

16 Parentheses can be fitted into each other, as illustrated below. 
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spin chain. Indeed, at grade zero this is the only state since 10) is annihilated by 
the action of 11: 

II 10) = II - + - + - + - + ... 

= II (- +) (- +) (- +) (- +) ... = 0 
(14.340) 

The different states at grade one are 

1° 10) = 1° - (+ -)(+ -)(+ -) ... = + + - + - + - ... 

111° 10) = II + + (- +)( - +)( - +) ... = + -

<l1)2{0 10) =11 + - (- +)(- +)(- +) ... = - -

+ 
+ 

+ 
+ 

(14.341) 
The action of 1° on the second state generates a string of three states at grade two 

1°111° 10) = + 
1 11°111° 10) = + 

<II il°lll° 10) = -

++ 

+ 
+ 

+ .. . 
+ .. . (14.342) 

+ .. . 

The last state is annihilated by a further action of 11. However, there is another 
state at grade two, obtained from the action of 1° on <II )21° 10), 

ro<ll )2ro 10) = - - + + - + ... (14.343) 

We thus find two distinct states at grade two corresponding to the weight [1,0], 
namely 

+-+--+ ... , --++-+ ... (14.344) 

(The finite weight is given by twice the number ofl°'s minus the number of 11 's.) 
Similarly, at grade three this weight is associated with the three different states: 

+ - + + - + ... 

+ + - + + ... (14.345) 

- + + + + ... 

The states of the other integrable representations of su(2)1 are obtained by 
application of the operators Ii on the vacuum 

10) = + - + - + - + - ... (14.346) 

14.C.2. SU(N)l Paths 

The semiinfinite spin chains provide examples of su.(N) I paths. Such a path is a 
sequence of positive integers taking values in the set {I,··· , N} (for su(2) replace 
- and + by 2 and 1, respectively) such that at large distances the path is a periodic 
repetition, in appropriate position, of the basic sequence N, N - 1,· .. , 1. These 
paths provide a basis for the integrable modules of su.(N)I. 



610 14. Affine Lie Algebras 

Given a path representation for the highest state, the explicit path for the other 
states in the module can be obtained from the action of the operators fi defined as 
follows: 
{i: freezes all pairs (i + 1, i) (in this order) and changes the rightmost (unfrozen) 
i into a i + 1. 
Here i is defined modulo N, so that {o = {N. 

Stripping off the "vacuum tail" of a path, (i.e., the repeated sequences of N, N -
1,···,1), leaves a finite sequence of numbers, called a word, which characterizes 
a particular state in an irreducible representation of su(N). Indeed, there is a 
one-to-one relation between a word and a semistandard tableau: the word of a 
semistandard tableau is the sequence of numbers appearing in the tableau, read 
column after column from bottom to top and from left to right. For instance, to the 
semistandard tableau 

we associate the word [531414235]. On the other hand, given a word, we can 
reconstruct the corresponding semi standard tableau by the "bumping" method. We 
place the leftmost number in the upper left box of the tableau being constructed. 
For the next number we proceed as follows: If it is greater than, or equal to, the 
number already placed in the first box, it is put in the second box of the first 
row; otherwise it takes the place of the first number in the first box, the latter 
being bumped in the first box of the second row. Proceeding in this way for all 
numbers of the word and allowing bumping in every row, we easily reconstruct the 
corresponding semi standard tableau. This relation between semistandard tableaux 
and words is known as the Robinson-Schensted correspondence. The step-by-step 
reconstruction of the tableau associated with the word [3121] is thus: 

W lli2l @J ~ +- [121] = rn +- [21] = rn- +- [1] = ~ 

In this way, the relation path -+ word -+ semi standard tableau for the two spin-zero 
states at grade two in the su(2)t module L[t,o) is: 

12122121··· -+ 1212 -+ 

22112121··· -+ 2211 -+ 

W 1121 = [ill] 

[I[I] E (0) [ill] 

E (2) 

(14.347) 
This procedure provides a very nice way of recovering the irreducible su(N) 
content of the representation at a fixed grade. 

The path construction has a generalization for all positive levels but this will 
not be considered here. 



Exercises 

Appendix 14.D. Notation for Affine Lie Algebras 

g : loop extension of g 

k : central extension 

k : level (k eigenvalue) 

gk, hk : affine Lie algebras at fixed level k 
J~ : generators of the affine Lie algebra 

E~, H~ (i = 1,· .. , r) : generators in the Cartan-Weyl basis 

ei , fi, hi (i = 0, ... , r) : generators in the affine Chevalley basis 

i, it, v: affine weights; i = (A; i(k); i( -£0» where A is a finite weight 

Wi == (Wi; a'(; 0), Wo = (0; 1; 0): fundamental weights 

i = L~=o AiWi = [AO, AI"", Ar1 : affine Dynkin labels 
Qi : weight system for the representation of highest weight i 
Li : irreducible module of highest weight i 
~ : set of integrable affine weights at level k 
a = (a; 0; n) (for a E 6): real root 

[, = (0; 0; 1) : imaginary root 

ai == (ai; 0; 0), ao = (-9; 0; 1) : simple roots 

.& : set of affine roots 

.&+ : set of positive affine roots 

Aii : affine Cartan matrix 

W : affine Weyl group 

chi ' Xi : character and normalized character of the module Li 
S, T: modular matrices 

C : charge conjugation matrix: C = S2 
O(g) : group of outer automorphisms 

a : generator of the outer-automorphism group (except for Du). 

A : generic element of the outer-automorphism group 

W A : element of the finite Weyl group associated with A 

Exercises 

14.1 Central extensions 

a) Prove that the central extension of a finite Lie algebra is necessarily trivial. 

b) Verify the uniqueness of the central term in Eq. (14.5). 

611 

14.2 Translation generators 
For $(4) and (;2, express the translation generators tav andtav in terms of the simple affine 

I 2 

Weyl reflections SO,S),S2' 
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14.3 Basic representation ofsu(2)1 
Extend Fig. 14.4 up to La = 6 and relate together weights that are on the same Weyl orbit. 

14.4 Grade decompositions 
Find the finite Lie algebra irreducible content of the following representations at grade 1: 

a) «(;2)2 : [0, 1,0] 

b) (B3)1: [0,1,0,0]. 

14.5 Fixed points of the outer automorphisms 
A fixed point of an outer automorphism A is a weight ~ such that A~ = ~. For instance, 
all su(2) weights of the form [n, n] are fixed points of the outer-automorphism group. For 
each simple affine algebra, find the general form of all integrable weights that are fixed 
under the generating element a whose action is described in Table 14.1. 

14.6 Identity involving outer automorphisms 
Prove the identity (14.293) by a case-by-case analysis. 

14.7 Euler-Jacobi identities 

a) Check the expression (14.151), using Eqs. (14.152) and (14.69). 

b) By appropriate specialization of this identity, obtain the Jacobi triple-product identity, 
as well as 

rp(q) = L(-ltq,,(3,,-1)/2 

"eZ 

[rp(q)]3 = L (-1)"(2n + 1}q,,(,,+1)/2 
neZ+ 

(respectively due to Euler and Jacobi). 

14.8 Rogers-Ramanujan-Gordon identities 

a) Evaluate Eq. (14.151) at the special point -2lTi-r(~ + p). Setting ~ = k&o and q = e21rir 
yields identities related to the Gordon identities (k > 3) and the Rogers-Ramanujan identity 
(k = 3). (Generalizations follow by considering a ~ E ~ different from k&o.) 
b) Show that the expression obtained in (a) is invariant under the action of the outer­
automorphism group (Le., under the substitution AI ~ k - AI)' 

c) The character evaluated at the particular point -2m. r p is expressible as the ratio of the 
sum Lwew e(w)ewp evaluated once at the point -2m.r(~ + p> and then at -2m.rp. Using 
the denominator identity, rewrite the characters for the modules L[3.0) and L[2.I) in a product 
form. (According to (b), these are the two independent irreducible characters for su(2h in 
this particular specialization.) Compare the results with the characters of two irreducible 
representations of the Yang-Lee singularity (i.e., the Virasoro minimal model of central 
charge c = - ¥). 
14.9 Macdonald identities for SU(2)k 
Given that the character of the representation with highest weight A = 0 at k = 0 is one: 

X[o.oJ<q) = 1 = 1/-3(q) LO + 4n}q(l+4n)2 /8 

"eZ 

derive the following identity: 

p-I 

L X[2p2_1-(4i+I)P.(4i+l)p-I)(q) = p 
i=O 
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(Hint: Set n = pm +j for some fixed positive integerp, mE Z andj = 0, 1,2" .. ,p - 1.) 
If (4j + I)p - 1 > k = 2p2 - 2. we can perform a shifted Weyl reflection. Check then that 
the explicit form of this identity for the cases p = 2.3 reads: 

X[S,I)(q) - X[I,S)(q) = 2 

X[14,2)(q) + X[2,14)(q) - x[s,sM) = 3 

Similar identities can be obtained for higher-rank algebras. 

14.10 Affine Kostant multiplicity formula 
The affine Kostant partition function is defined similarly as in the finite case: n (I - ea)-mult(a) = L K([L)eP-

aE~+ A 
a) Show that for su(2) it reads 

~ " k 1 lC(nocto +nlctl) = L..(-I) P3«k + l)no - knl - -k(k + 1) 
k~O 2 

where P3(n) is defined by L,,~oP3(n)q" = [cp{q)]-3. 

b) Derive the affine form of the Kostant multiplicity formula and use it to calculate 
mult(O; 1; -2) in the module L[I,o). 

14.11 String functions 
The three independent S'U(2)2 normalized string functions are 

CI == ca:o~J)(q) = qTt (l + q + 3q2 + 5q3 + IOq4 + ... ) 
C2 == c:~i~J){q) = qTt (q + 2q2 + 4q3 + 7q4 + 13qs + ... ) 

C3 == cgW)(q) = (l + q + 2q2 + 3q3 + 5q4 + ... ) 
a) Check the correctness of the prefactors and the coefficient of q2 in C3 using the Freudenthal 
multiplicity formula. 

b) The exact form of these string functions is 

where TJ is the Dedekind function TJ(q) = qP. O;"'(I -q"). Use the modular transformation 
properties of TJ(q) (cf. Eq. (10.12» to derive those of c+.c_. and C3. 

14.12 Generalized and Jacobi theta functions 
Find the relation between the su(2) version (14.176) of the generalized theta function and 
the Jacobi theta function 01 (Z, .) defined in Eq. (10.252). 

14.13 Modular transformation matrices 

a) Using the unitarity of the modular transformation matrix S for the theta functions (given 
in Eq. (14.318», prove the unitarity of the 8 matrix (14.217) for the affine characters. 

b) From the modular transformation matrices for the characters, derive those of the 
normalized string functions. 

14.14 S'U(3)1 modular matrix 
For S'U(3)1. verify that the 8 matrix is indeed given by Eq. (14.222) and that (8T)3 = C. 



614 14. Affine Lie Algebras 

14.15 Action of outer automorphisms on the modular T matrix 
Find the relation between ~($.);' and 7i;., where A is an outer automorphism and T is the 
modular matrix (14.216). 

14.16 Branching of outer automorphisms 
For the following embeddings, find relations between elements of the corresponding outer­
automorphism groups: 

a) su(2) C sp(4), 'P = (3,4) 

("' D b) su(4) c so(7), 'P = 1 0 
o 1 

c) su(2) E9 su(3) c su(6), p~G 
14.17 A regular embedding in E6 
Consider the regular embedding: 

0 0 n 2 0 
0 2 

su(2) E9 su(6) C E6 

obtained by deleting from the extended Dynkin diagram of E6 the simple root (l6. The 
projection ofanE6 weight>.. onto su(2) E9su(6) is then easily described: thesu(2) Dynkin 
label is the zeroth label of the affine extension of the E6 weight at level zero, namely 
- L~=I a7J..i , and the first 5 Dynkin labels of J.. are the labels of the su(6) weight. For 
instance, it is easily checked that 

(100000) 1-+ (1) - (10000) E9 (0) - (00010) 

a) Calculate the embedding index, directly from Eq. (13.250). 

b) Show that the outer automorphism a of E6 , which maps Wo to WI, branches to 

a 1-+ 1 ® 124 

and moreover that 

where a' and 12 stand, respectively, for the su(2) and S'U(6) basic outer automorphisms. 

14.18 The special embedding su(2)s C SU(3)2 
Find the irreducible su(3) content of the SU(3)2 modules lt2.0.0) and ltl.I.O) and the irre­
ducible su(2) content of the su(2)s modules L[8,O), L[2.6), lt4.4), lt6.2), and L[o.s) at grades 0, 
1,2 and obtain the first few tenns in the branching rule of [2, 0, 0] and [1, 1,0]. 

14.19 Branching functions 

a) Show that Eq. (14.266) implies the character identity: 

Xp$.(t,r,t) = L XI$.;ilJ(r)x;.(t,r,t) 

;'e~ 

with t an element of the C span of the p weight lattice and where we have introduced the 
new notation 
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with mi defined in Eq. (l4.158):Argue that the normalized branching function X{i;i<}(r) 
must be independent of the parameters ~ and t. With q = e21riT , find 

X{[I.0.0);[4,01l and X{[I,0,0);[0,411 

for the embedding SU(2)4 C SU(3)I, using the branching functions already calculated in 
Sect. 14.7.2. 

b) By using the simple modular transformation properties of the normalized affine charac­
ters, find the relation between X{i;M(r + I) and X(i;i<}(r). From this result, obtain a simple 
necessary condition for having a constant normalized branching function. (This condition 
illustrates neatly the fact that finite reducibility depends crucially upon the level.) 

14.20 su(3)1 paths 
For the three integrable su(3)1 modules, write the 'path associated with each highest wei$ht. 
(Hint: The highest weight Wi is annihilated by all fi with j "I i.) Using the action of the [i's, 
obtain all the states at grade 0 and 1. Write the finite word and the semi standard tableau 
corresponding to each of these paths, and from this recover the irreducible su(3) content 
of three representations at grade 1. 

14.21 Paths and bicolored tableaux 
There exists a one-to-one correspondence between semiinfinite spin chains of the modules 
L[I,o) and L[o,I),definedbythe sequence (ei), i 2: I, withei E {+. -1, and bicolored tableaux. 
These are tableaux with boxes marked by 0 or I, such that: 

(i) the first box (i.e., the box in the upper left comer) has 0 for tableaux in the module 
41,0) and 1 for those in L[o,I); 

(ii) the box numbers must alternate in rows and in columns; 
(iii) the row lengths must be strictly decreasing. 
(Warning: These are not Young tableaux: even though we are dealing with su(2), columns 
of arbitrary length are allowed. Furthermore, rows of equal length are forbidden. The su(2) 
character of the construction lies in the number of colors.) The correspondence is simply: 

ei = (- I)i+gi 

where gi is the length of the i-th column. 

a) Write down all bicolored tableaux associated with the states at the first few grades 
(Lo ::: 3) of the modules 41,0) and 40,1). 

b) What is the weight and the grade of a bicolored tableau in terms of the number of boxes 
of each color? 

c) The bicolored tableau representation of states leads to a simple combinatorial description 
of the weight multiplicities. Let ni stand for the number of boxes marked with an i in 
a given tableau. Then, the number of partitions of no + nl into distinct positive integers 
and compatible with the coloring appropriate to the module under consideration gives the 
multiplicity of the weight characterized by the pair (no,nl) in that module. In this way, 
check that in 41,0), the multiplicity of the weight [1, OJ at grade 6 is 7. 

Notes 

Affine Lie algebras were discovered independently in mathematics (by V. Kac [212J and 
R.V. Moody [270J in 1967) and in physics (by Bardacki and Halpern [25]) in the context 
of dual models, the string ancestors. Actually, the occurrence of affine Lie algebras in 
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physics (in disguised form) can be traced back to the early 1960s, with the introduction by 
Gell-Mann of charge algebras, later extended to current algebras. They were used to derive 
interaction-independent results, to circumvent the absence of suitable dynamical models 
for the description of nonelectromagnetic interactions. Curiously, the central extension was 
introduced even earlier (1959) by Schwinger. 

The standard mathematical reference on affine Lie algebras is the book of Kac [214], 
which also contains an extensive list of references to the mathematical literature. The recent 
book of Moody and Pianzola [271] provides detailed coverage of the more general Kac­
Moody algebras. A good introduction to affine Lie algebras is the book of Fuchs [148]. 
Another very readable text is Kass et al. [228], in which the first part is a "physicist's 
run"; the second volume provides extensive tables, in particular of string functions and 
branching rules (part of the latter can be interpreted as the decomposition of integrable 
affine representations into a sum of finite ones, grade by grade). A succinct survey of affine 
Lie algebras, which has been very influential in the physics literature, is the article of 
Goddard and Olive [183]. 

Modular transformation properties of characters of integrable representations were de­
rived by Kac and Peterson in [215] (see also Ref. [214]). Related results on lattices are 
discussed thoroughly in the review paper of Lerche, Schellekens, and Warner [254]. The 
group of outer automorphisms for extended Dynkin diagrams is described in Olive and 
Turok [285] and Bernard [41] (from which expressions for €( W A) have first been obtained); 
the standard mathematical reference is Bourbaki [56]. Our presentation of the isomorphism 
between the group of outer automorphisms and the center of the group follows that of Ahn 
and Walton [5]. Further technical details can be found in the work of Felder, Gawedzki, and 
Kupiainen [129] (from which the result of App. 14.A has been extracted). The path basis for 
the integrable su(N) modules has been discovered by Date et al. [87] (Ex 14.21 on bicolored 
tableaux is adapted from this reference). However, the action of the tilde generators is the 
one appropriate for a crystal base-see, for instance, Ref. [132]. The Robinson-Schensted 
correspondence is described in Schensted [323] and Knuth [241]. 



CHAPTER 15 

WZW Models 

This chapter initiates the analysis of conformal field theories with Lie-algebraic 
symmetry, for which an affine Lie algebra g arises as the spectrum-generating 
algebra. Such models are somewhat peculiar among conformal field theories in that 
they can be formulated directly in terms of an action. We will thus introduce them 
by means of this action and show how to extract from it their algebraic structure, 
which provides them with an alternative algebraic definition. Special emphasis is 
placed on the formulation of the concept of primary field, and its relation with the 
integrable representations of the affine algebra g. A key construction along this 
program is that of the Sugawara energy-momentum tensor, which is presented in 
great detail. It leads directly to a differential equation for the correlation functions, 
the Knizhnik-Zamolodchikov equation, of which simple solutions are presented. 
In the second part of the chapter, we present various free-field representations. In 
addition to being extremely useful computational tools, they provide an illustration 
of the different concepts introduced in the first part. 

§ 15 .1. Introducing WZW Models 

15.1.1. Nonlinear Sigma Models 

In searching for an explicit conformal field theory with additional conserved cur­
rents generating an affine Lie algebra, it is natural to first consider the nonlinear 
sigma model 

(15.1) 

where a2 is a positive, dimensionless coupling constant. This action describes a 
matrix bosonic fieldg(x) living on the (semisimple) group manifold G associated 
with the Lie algebra g. 

For the action to be real, g(x) must be valued in a unitary representation. The 
trace is thus taken in such a representation; the prime indicates a representation-
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independent normalization, namelyl 

where [rz, I] = L ifabc~ (15.2) 
c 

and the rz's stand for any matrix representation of the Lie algebra generators. This 
trace is related to the usual trace by 

1 
Tr'=-Tr 

xrep 
(15.3) 

where xrep is the Dynkin index of the representation, which has been defined in 
Eq. (13.133). 

With g unitary, g-I (J/Lg is antihermitian: 

(g-I!l )t _!l -I _ -I!l 
u/Lg - u/Lg g - -g u/Lg (15.4) 

since (J/Lg-I = _g-I(J/Lgg-I, a direct consequence of (J/L(gg-I) = O. This in tum 
ensures the positivity of the action, since the Lagrangian density is proportional to 

(15.5) 

Although conformally invariant classically, it has been known for a while that 
this theory is effectively massive: the dimensionless coupling constant acquires a 
scale dependence at the quantum level. Therefore, the f3 function is nonzero and 
the quantum theory is not scale invariant. (In fact, it is asymptotically free.) 

That this is not the kind of theory we are looking for can also be seen classically, 
at the level of conserved currents. Due to the holomorphic factorization property 
of a conformal field theory, these conserved currents must similarly factorize into 
a holomorphic and an antiholomorphic part. From the equation of motion, it is 
simple to check that there are not two conserved currents, one independent of z 
and the other independent of i, where as usual 

Indeed, under the substitution g -+ g + l)g, the variation of the action is 

l)So = ~2 f d2x Tr' (g-ll)g(J/L(g-I(J~») 

which results in the following equation of motion 

(J/L(g-I(J/Lg) = 0 

(15.6) 

(15.7) 

(15.8) 

Some technical aspects of the above derivation deserve clarification. First, to 
calculate /g Tr'[Ag-1B] for A,B independent of g, we should proceed as follows: 

(15.9) 

I We recall that once the Killing fonn has been defined, whether the indices are up or down is 
irrelevant in the orthononnal basis. 
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(since 8(gg-1) = 0) so that 

8 1 
-Tr'[Ag-1B] = --g-IBAg-1 
8g xrep 

(15.10) 

Also, we stress that we use a matrix notation; when we differentiate with respect 
to g, we mean differentiation with respect to a particular matrix element of g. 

The equation of motion implies the conservation of the currents 

I/-L =g-I(J/-Lg 

Thus, if we write}z = g-l(Jzg and}z = g-l(Jzg, we find 

(Jz}z + az}z = 0 

(15.11) 

(15.12) 

For the holomorphic and antiholomorphic currents to be separately conserved, the 
two terms of the above equation need to vanish separately. For this, the dual current 
E/-LV I v must also be conserved (E/-LV is the rank-two anti symmetric tensor). However, 
the definition of I/-L implies that 

(15.13) 

which yields 

(15.14) 

Actually, the separate conservation of the two currents }z and}1. would be 
inconsistent in that (Jz(g-I(Jzg) = 0 would force: 

(Jz(Jzg = (Jzgg-l(Jzg (15.15) 

Since the l.h.s. is symmetric with respect to the interchange of z and Z, it implies 
that 

(15.16) 

This is an equality of the form abc = cba for some group elements, which is not 
expected to hold in general for a non-Abelian algebra. 

The correct choice for these conserved currents turns out to be: 

(15.17) 

(or the dual of these expressions, obtained by interchanging z and z.) The 
conservation of either I z or I z implies that of the other: 

(15.18) 

However, neither of these is conserved separately in the sigma model (15.1). 

15.1.2. Wess-Zumino-Witten Models 

A more complicated action must be considered in order to enhance the symmetry 
and recover the conserved currents (15.17). The solution is not entirely obvious: 
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we should add to the above action a Wess-Zumino term, 

r - -i {d3 T I (--I",,---lafJ---1aY-) 
- 247r J B Y €afJy r g u gg gg g (IS.19) 

This is defined on a three-dimensional manifoldB, whose boundary is the compact­
ification of our original two-dimensional space. We have denoted by g the extension 
of the field g to this three-dimensional manifold. However, this extension is not 
unique, hence there is a potential ambiguity in the definition of r. Indeed, in a 
compactified three-dimensional space, a compact two-dimensional space delimits 
two distinct three-manifolds. The difference between these two choices quantifies 
the ambiguity. Taking the orientation into account, this difference LU' is given by 
the r.h.s. of Eq. (IS.19) but with the integration range extended over the whole 
compact three-dimensional space. Since the latter is topologically equivalent to 
the three-sphere, we can write 

-i i ~r - - d3 Tr' (--I ",,---I afJ ---1 aY-) - 24 Y €afJy g u gg gg g 
7r 83 

(IS.20) 

It is shown in App. IS.A that our choice of normalization for Tr' ensures that ~r 
is defined modulo 2m (m for SO(3». Therefore the Euclidian functional integral, 
with weight exp( - r), is perfectly well defined. Clearly, any coupling constant 
multiplying this tenn must be "quantized": it has to be an integer (or an even 
integer for SO(3». 

We then consider the action 

S = So +kr (IS.21) 

where k is an integer. Although the Wess-Zumino tenn is expressed as a three­
dimensional integral, its variation under g -+ g + 8g is a two-dimensional func­
tional, because the variation of its density can be written as a total derivative 
and 

(IS.22) 

The details of this derivation are left as an exercise (see Ex. IS. 1). The final result 
is 

8r = i..- fd2x €J.lvTr' (g-18gaJ.l(g-lavg») 
87r 

The equation of motion for the full action (IS.21) is then 

a2ik 
aJ.l(g-laJ.lg) + -€J.lVaJ.l(g-laVg) = 0 

47r 

(1S.23) 

(IS.24) 

In terms of the complex variables z, Z (with az = 2az, €zz = il2, etc.), the equation 
of motion becomes 

(1S.2S) 
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Thus, for 

(15.26) 

we find the desired conservation law 

(15.27) 

Since a2 is positive, k must be a positive integer. The other solution a2 = -4rrlk, 
which requires k < 0, implies the conservation of the dual currents. 

The solution of the classical field equation is simply 

g(z, z) = f(z)f(z) (15.28) 

for arbitrary functions fez) and fez). This factorization indicates that this model 
is very much like a free-field theory. Actually, it is reminiscent of a "bilinear" 
fermion free-field theory, a point that will be pursued below. 

The separate conservation of the currentslz andlz implies the invariance of the 
action under 

g(z, z) -+ Q(z)g(z, z)n- I (z) (15.29) 

where Q and n are two arbitrary matrices valued in G. Indeed, under the 
infinitesimal transformation 

Q(z) = 1 + w(z) n(z) = 1 + w(z) 

g transforms as follows 

8ii>g = -gw 

With a 2 = 4rrlk, the variation of the action for g -+ g + 8wg + 8wg is 

8S = :rr f d2x Tr'(g-18g[az(g-I1}zg)]) 

= ~ fd2x Tr'[w(z)az(azgg-- I ) - w(z)az(g-Iazg)] 
2rr 

(15.30) 

(15.31) 

(15.32) 

which clearly vanishes after an integration by parts. The global G x G invariance 
of the sigma model has thus been extended to a local G(z) x G(z) invariance. 

The holomorphic factorization of the conserved currents is the first signal that 
Eq. (15.21), together with Eq. (15.26), is indeed the desired model. From now on 
this model will be referred to as the Wess-Zumino-Witten (WZW) model, or more 
precisely, the gk WZW model.2 For later reference, we rewrite its action 

Swzw = l:....- f J2x Tr'(iY"g-l a g) + kr 
16rr ~ 

(15.33) 

We now carry the analysis to the quantum level. 

2 In the literature, it is also called the Wess-Zumino-Novikov-Witten modeL 
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15.1.3. Ward Identity and Affine Lie Algebras 

By rescaling the conserved currents as 

J(z) == -kJz(z) = -k(Jzgg-1 

l(z) == kJz(z) = kg-I (Jzg 

we can rewrite Eq. (15.32) in the form 

~ = __ 1 f d2x {(Jz(Tr'[w(z)J(z))) + (Jz(Tr'[w(z)i(z)])} 21f 

(15.34) 

(15.35) 

We replace d2x by ( -i/2)dzdz, and, after integration by parts, take the holomorphic 
contour to be counterclockwise and the antiholomorphic contour to be clockwise 
(compare with Eq. (5.35». This leads to 

8""wS = :1f f dz Tr'[w(z)J(z)) - :1f f dz Tr'[w(z)i(z)] (15.36) 

where both contours are understood to be counterclockwise, which explains the 
relative sign between the two terms. With 

(15.37) 

and the normalization (15.2) forTr', this yields 

(15.38) 

Finally, following the method of Sect. 5.2.2, we have 

8(X} = (&)X) (15.39) 

where & means the density of 8S and as usual, (X) stands for the correlation 
function of a number of fields, which leads to the Ward identity 

(15.40) 

The transformation law for the current follows from Eqs. (15.34) and (15.31): 

8",J = -k [(Jz(8",g)g-1 - (Jzgg-18",gg-I] 

= -k«(Jzwg + W(Jzg)g-1 + k(Jzgg-1 w 

= [w, J] - k(Jzw 

It can be rewritten as 

8",Ja = L ifabcwb Je - k(Jzwa 
b,c 

(15.41) 

(15.42) 
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The substitution of this transformation into Eq. (15.40) leads to the OPE 

Ja( )Jb( ) '" k~ab " . .{" JC(w) 
Z w ( )2 + ~ lJ abc ( ) z-w C z-w 

(15.43) 

This will be called a current algebra. Introducing the modes J~ from the Laurent 
expansion 

r(z) = Lz-n-lJ~ (15.44) 
nEZ 

we can easily check (proceeding as in the analysis of the Virasoro case, 
cf. Eq. (6.25» the equivalence between Eq. (15.43) and the commutation relations 
of the g affine Lie algebra at level k 

[J~,J~ ] = L ifaocl~+m + kn~ab~n+m.O (15.45) 
C 

The transformation property of j is 

~;; = [w, j] - kazw (15.46) 

This yields another copy of the affine algebra (15.45) for the modesj~. Since w(z) 
is independent of z, 

~wl =0 (15.47) 

Eq. (15.47) implies that the OPE of Ja(z) withjb(w) contains only regular terms, 
so that the corresponding modes commute: 

(15.48) 

The two algebras are thus independent. 
The occurrence of two independent conserved currents generating independent 

affine Lie algebras is the fundamental property of the model (15.33). As will be 
seen in the next section, this leads directly to conformal invariance. 

We conclude this section with a clarifying remark concerning the field g(z, z). 
We mentioned earlier that g(z, z) transforms in some unitary representation of G. 
In fact, we just said that it transforms independently with respect to left and right 
G transformations. However, we need not specify these representations since the 
WZW action is formulated in a representation-independent way. The full spec­
trum of the quantum theory is uniquely fixed by the group G (which need not 
be simply connected). This spectrum can in principle be obtained by canonical 
quantization, and global considerations determine which combinations of left and 
right representations can appear in the physical spectrum. But this approach will 
not be followed here. Instead, we will tum to an algebraic formulation of WZW 
models that parallels the development of minimal models. Once primary fields are 
identified, physical spectra will be obtained from modular invariance. 

Nevertheless, it is useful to bear in mind some sort of effective description of 
WZW models (although not adequate for all cases) in which g(z, z) is a basic field 
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and the different fields of the theory are obtained by appropriate multiple products 
of g(z, z) with itself. In this view, it is natural to regard g(z, z) as transforming in 
the lowest-dimensional fundamental representation of the algebra g. This repre­
sentation will be called the minimal representation. In the following, g(z, z) will 
be understood in this sense. 

§ 15 .2. The Sugawara Construction 

In this section, we initiate the analysis of the conformal aspects of the WZW 
models. The starting point is the construction of the energy-momentum tensor, 
with classical form (l/2k) La Ja Ja (see Ex. 15.1). We look for a normal-ordered 
version thereof, namely 

T(z) = Y L(rr)(z) (15.49) 
a 

where, as usual, ( .. -) stands for the normal ordering defined in Eq. (6.130). How­
ever, the constant y cannot be fixed from the classical theory since it is renormal­
ized by quantum effects (because the currents are not free fields). It can be fixed 
uniquely by requiring the OPE of the above T with itself to be of the form 

T(z)T(w) = el2 + 2T(w) + 8T(w) 
(z - W)4 (z - w)2 (z - w) 

(15.50) 

for some c, or, equivalently, by requiring Ja to be a primary field of dimension 
1. Since this is both important and an interesting example of OPE techniques, we 
present this calculation in some detail. First, we need to calculate the contraction 

J~ Jb)(w) = -21 . i ~ [JWo(x)Jb(W) + Jb(X)JWo(W)] 
m1'wx-w 

= ~ ,[ ~ {[ k8ab + L ifabc JC(x) ] Jb(w) 
2m 1'w x - w (z - X)2 C (Z - X) 

b [k8ab " . JC(W) ]} 
+J(X) (z_w)2+~ifabC(z_w) 

(15.51) 
We recall that the remaining products are not just contractions but full OPEs, 
for which the first regular term contributes (cf. the discussion in App. 6.B). We 
recall also the simplification that arises for the OPE Jb (x)Jc (w). It produces field­
dependent terms evaluated at w; hence nothing depends upon x except for inverse 
powers of (x - w). As a result, only the single pole gives a nonzero contribution, 
and since one factor of (x - W)-l is already present, only the first regular term 
in Jb(x)Jc(w) survives-i.e., (Jb JC)(w). Accordingly, after developing the OPEs, 
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we obtain: 

(15.52) 
Due to the anti symmetry of the structure constants fabc, the term fabc8bc vanishes. 
We now sum the result over b and use 

- Efabcfcbd = Efabcfdbc = 2g8ad (15.53) 
b,c b,c 

where g is the dual Coxeter number3 (not to be confused with the field g(z, z». 
Moreover, we also have 

Efabc[(Jb JC) + (JcJb)] = 0 (15.55) 
b,c 

We thus end up with 

(15.56) 

By inverting the order of the two contracted fields (with z ~ w) and multiplying 
the result by y, we find that 

,--, Ja(z) 
T(z)Ja(w) = 2y(k + g) ( )2 

z-w 

= 2y(k + ) { Ja(w) + aJa(w) } 
g (z - W)2 (z - W) 

(15.57) 

For T to be a genuine energy-momentum tensor, the coefficient of the second term 
in the last expression must be 1, which fixes y to be 

y = 2(k +g) (15.58) 

3 We recall that the matrices (f')bc = -ifabc generate the adjoint representation, whose Casimir 

(15.54) 
a a,c a,c a,c 

is twice the dual Coxeter number when the squared length of the highest root is normalized ,to 2 (cf. 
Eq. (13.128». 
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that is, 

T(z) = 2(k 1 ) I)r Ja )(z) 
+g a 

(15.59) 

This also implies that Ja has conformal dimension 1, as expected, and that it is a 
Virasoro primary field. 

It is clear from Eq. (15.51) that the factor gin Eq. (15.58) arises from a double 
contraction, which means that it is a quantum effect. 4 Hence, in the quantum 
case, the product Ja r becomes normal ordered and the multiplicative factor is 
renormalized by k -+ k + g. 

Having calculated T(z)r(w), we are in position to compute the singular terms 
in the product T(z)T(w): 

iWT(w) = 2(k ~ g) 2~i t x ~ w ~ { TWr(x)r(w) 

+r(x)TWr(w)} 

C/2 2T(w) aT(w) 
(z - W)4 + (z - W)2 + (z - w) 

with T given by Eq. (15.59) and 

_ (A) _ k dim g 
c=c gk - k+g 

(dim g = Daa). To obtain this last OPE, we used 

a( )Jb() - 2kDab "" ... JC(w) 
aJ z w ~ ( )3 - ~ l/ abc ( )2 

Z-W C Z-W 

and its analogue with the operators exchanged. 

(15.60) 

(15.61) 

(15.62) 

Of course, the OPE of t with itself has the same form, with exactly the same 
value of the central charge. The above calculation establishes indirectly the scale 
invariance of WZW models. Actually, the expression (15.59) for the energy­
momentum tensor can be regarded as an alternative definition of the gk WZW 
model. 

It should be clear that the result we just proved goes much beyond WZW 
models. Stated in full generality, we have shown that the Virasoro algebra belongs 
to the enveloping algebra of the affine Lie algebra gk' a result known in the physics 
literature as the Sugawara construction. 

4 As a rule, single contraction tenns simply reproduce the classical contributions. 
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For later use, we will express the Sugawara energy-momentum tensor in terms 
of modes. Using Eq. (6.144), we obtain 

Ln = 2(k ~ ) L { L J':nJ~_m + LJ~-mJ~l} (15.63) 
g a m:5-1 m~O 

For n =f:. 0, J~ and J~_m commute, and so the order of the terms is irrelevant. 
However, for n = 0 the above expression shows that the term with larger subindex 
must be placed at the rightmost position. But this is just the definition of the usual 
normal ordering for modes. We can thus write 

1 
Ln = (k ) L L : J':nJ~_m : (15.64) 

2 +g a m 

In terms of modes, the complete affine Lie and Virasoro algebra is 

C 3 
[Ln,Lm1 = (n - m)Ln+m + 12 (n - n)(ln+m,O 

[Ln,J~l] = -mJ~+m (15.65) 

[J~, J~ ] = L ifabc1~+m + kn(lab(ln+m,O 
c 

The commutativity of the zero modes of the affine algebra with the Virasoro gen­
erators (and in particular with Lo) reflects the built-in g invariance. However, the 
full affine Lie algebra is not a symmetry algebra since its generators do not all 
commute with Lo. It will tum out to be the spectrum-generating algebra of the 
theory. 

The Sugawara construction has been presented in terms of the particular currents 
Ja(z) whose modes are orthonormal with respect to the Killing form, that is 

K(J~,J~) = K(Jg,Jg)(ln+m,o = ~,bdn+m,o (15.66) 

In a generic basis .:r, the affine Lie commutator is changed to 

[..7:, ..7!1 = L ijab c..7~+m + knK(..7g, ..7t)dn+m,o (15.67) 
c 

where jab c are the corresponding structure constants. The energy-momentum 
tensor reads then 

T(z) = 2(k ~ ) L[K(..7g, ..7t)r1 (..7a ..7b)(Z) 
g a,b 

(15.68) 

Indeed, Lo contains the (normal-ordered) quadratic Casimir operator of g, itself 
defined in terms of the inverse of the Killing form; this directly implies the above 
generalization. In the Cartan-Weyl basis, T becomes 
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For further illustration, the SU(2)k energy-momentum tensor in the Chevalley basis 
(13.85) is (cf. Eqs. (13.36)-(13.39» 

T(z) = 2(k ~ 2) {~(hh)(Z) + (ef)(z) + (fe)(z)} (15.70) 

This could also have been written directly from the relation between the generators 
in the Chevalley and the Cartan-Weyl bases: 

h=hH, e=E+, f=E­

with E± == E±a, , and a1 = ../2. In the spin basis, defined by 

.t' = HI.../2, J± = E± 

and Treads 

T(z) = 2(k ~ 2) {2(JoJO)(z) + (1+ J-)(z) + (1-J+)(z)} 

(15.71) 

(15.72) 

(15.73) 

(15.74) 

The Sugawara construction generalizes directly to the case of a semisimple Lie 
algebra g = ffiigi. Then, the energy-momentum tensor is the sum of the Sugawara 
energy-momentum tensors associated with each simple Lie algebra in the direct 
sum. Since these distinct energy-momentum tensors all commute among them­
selves, the total central charge is the sum of the central charges of the contributing 
pieces. 

We note that the central charge (15.61) is bounded by 

(15.75) 

The lower bound is saturated only for the simply-laced algebras at k = 1. The 
upper bound is obtained in the limit k -+ 00. 

§15.3. WZW Primary Fields 

15.3.1. Primary Fields as Covariant Fields 

By analogy with the purely conformal case, where a primary field transforms 
covariantly with respect to a scale transformation, a WZW primary field is defined 
as a field that transforms covariantly with respect to a G(z) x G(z) transformation, 
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exactly as g(z,z) in Eq. (15.29). From Eqs. (15.31) and (15.40), we reformulate 
this property for the field g(z, z) in terms of the OPE 

Ja() ( -) -fl g(w, w) z g w, w '" -..-::---
z-w 

'
-a() ( _) g(w, w) fl z g w,w '" =----­

z-w 

(15.76) 

The field g(z, z) transforms in the minimal representation of g, to which fl refers, 
for both the Z and Z sectors. More generally, any field ifJ",/l transforming covariantly 
with respect to some representation specified by A in the holomorphic sector and 
by IL in the antiholomorphic sector (i.e., A and IL are the highest weights of the 
representations), will be a WZW primary field. It can be characterized by the OPE 

r(z) ifJ" .. (w,w) '" -rt ifJ",J-I(w,w) 
'r z-w 

'
-a(-)", ( _)'" ifJ",/l(w,w)~ z 'Y",/l W, W --_----'­z-w 

(15.77) 

where rt is the matrix fl in the A representation and similarly for ~. In principle, 
A and IL can be different, which is certainly the case for nonscalar fields (i.e., 
fields with nonzero spin). It should be stressed that here we use a compact matrix 
notation. With all indices reinserted, Eq. (15.77) would read 

Ja(Z)(ifJ" /l)ru(w, w) '" - :L (rt)yS (ifJ",/l)su(w, w) (15.78) 
, 5 z-w 

withr,s = 1,···,dim IAI andu = 1,···,dim IILI. 
We have implicitly assumed that primary fields are associated with finite­

dimensional representations of g. This is certainly natural in our effective descrip­
tion: g(z, z) is associated with a finite-dimensional matrix, and since the other fields 
are some sort of composites of g(z, z), they also transform in finite-dimensional 
representations. More generally, we will show below that fields transforming in 
Lie algebra representations that are not finite dimensional simply decouple in 
correlation functions. 

By expanding the currents in terms of the modes evaluated at w, 

r(z) = :L(z - w)-n-IJ~(w) (15.79) 
n 

we write their OPE with an arbitrary field A as (cf. Eq. (6.134) in the Vrrasoro 
case): 

r(z) A(w) = :L(z - w)-n-I(J~ A)(w) (15.80) 
n 

Thus, for the primary field ifJ" (from now on we concentrate on the holomorphic 
sector) we have 

for n > 0 
(15.81) 
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Associating the state If/h) to the field rP).. via 

rP)..(O)IO) = IrP)..) 

the conditions for a WZW primary field translate intoS 

for n > 0 

(15.82) 

(15.83) 

A remarkable aspect of WZW models is that WZW primary fields are also 
Virasoro primary fields. Indeed, from Eq. (15.64) we see that in the expression for 
Ln with n > 0, the rightmost factor J':n has m > 0, which implies that 

Ln IrP)..) = 0 for n > 0 (15.84) 

On the other hand, the action of Lo on IrP)..) becomes very simple since only the 
zero modes of the current contribute: 

Lo IrP)..) = 2(k ~ g) ~J~J~ IrP)..) (15.85) 

Thus, Lo acting on 1<1>)..) is proportional to the quadratic Casimir operator of the 
finite Lie algebra. Associating a conformal weight to IrP)..) according to 

we find 

h _ La~~ _ (J..,J..+2p) 
).. - 2(k + g) - 2(k + g) 

(15.86) 

(15.87) 

In the last equality we used the explicit form of the quadratic Casimir eigenvalue 
obtained in Eq. (13.127). Equations (15.84) and (15.86) show that rP).. is indeed a 
Virasoro primary field. However, the inverse is not true: a Virasoro primary field 
can be a WZW descendant. The field Ja is such an example: 

The other states in the theory are then of the form 

J':...n/~n2 ... IrP)..) 

5 The minus sign may seem odd, but the following calculation testifies its naturalness: 

[Jg.Jgll4>).) = (-Jgtt +Jgl1)I4>).) = (-ttJg + I1Jg>l4>).) = -[11, ttlllP).) 

= - ~)fabctillP).) = :~:::>fabcYoIIP).) 
c c 

In the antiholomorphic sector, we have: 

[.Fa,JgM».) =.FaIIP).)tt -Jglii>).)11 = 1ii>).HI1,ttJI 
= I>fabclii>).)ti = LifabcFoIii>).) 

c c 

(15.88) 

(15.89) 
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with nt, n2, ... positive integers. These states are associated with descendant 
fields. The insertion of negative Virasoro modes is unnecessary because the 
energy-momentum tensor is constructed out of the currents. 

15.3.2. The Knizhnik-Zamolodchikov Equation 

As usual, the Virasoro primary nature of the fields tPi (here i is used to denote the 
representation) leads directly to the Ward identities (see Eq. 5.51) 

n 

L{Zt(ZiOz; + (m + l)h i )}{tPt(Zt)··· tPn(Zn» = 0 for m = 0, ±1 (15.90) 
i=t 

expressing the global SL(2, C) invariance of the theory. On the other hand, the 
global G invariance requires that 

(15.91) 

for a constant w. From the Ward identity (15.40), one can rewrite this condition in 
the form 

f dz L wa (r(z)tPt (zt>· .. . tPn(Zn» 
a 

(15.92) 

Since w is independent of Z and otherwise arbitrary, it becomes 

n 

L if (tPt (Zt)· .. tPn(Zn» = 0 (15.93) 
i=t 

Here if is a matrix acting on the vector field tPi, in the representation labeled by i. 
These Ward identities fix the structure of the two- and three-point functions. 

We note that to avoid a contributing pole at infinity in Eq. (15.92), the following 
asymptotic behavior 

needs to be assumed. 

1 
r(z) ~ - as Z ~ 00 

Z2 
(15.94) 

Further constraints follow from the null fields in the primary field representation, 
that is, the affine singular vectors.6 These will be considered later. 

Also, additional constraints are rooted in the very definition of the Sugawara 
energy-momentum tensor. In particular, acting on a state ItPd satisfying Eq.(15.83), 

6 There can be no purely Virasoro singular vectors since these occur only for the Virasoro minimal 
models, that is, fore = I - 6(p - p,)2/pp', which is clearly outside of the range (15.75). 
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Eq. (15.64) yields, forn = -1 

L_I IcPi} = k ~ L(J~IJg) IcPi} = k --.:. L(J~lti) IcPi} 
gag a 

(15.95) 

We consider the insertion of the zero vector 

Ix} = [L_I + ~ L(J~lti)] IcPi) = 0 
+g a 

(15.96) 

inside the correlation function of a set of primary fields. We note that the insertion 
of the operator Jr: 1 in the correlator can be expressed as 

(cPl (ZI) ... (J~lcPi)(Zi) ... cPn(Zn» 

= ~ 1.. ~(Ja(Z)cPl(ZI) ... CPn(Zn» 
2m 1;.; Z - Zi 

= ~ i ~ L ~(CPI(ZI)···CPn(Zn» 
2m 1;.;,#i Z - Zi #i Z - Zi 

f!-
= L _1_{CPI(ZI)·· 'CPn(Zn» 

i# Zi - zi 
(15.97) 

For the second equality, the integration contour has been reversed in order to circle 
around all zi =1= Zi. This produces a minus sign. Another minus sign comes from 
the use of the OPE (15.77). Therefore7 

(CPI (ZI)' .. X(Zi)' .. CPn(Zn)} 

[ 1 ",Eati®tf] = 8z; + k + ~ . _. (CPI(ZI)··· CPn(Zn» 
g i# Z, ZI 

(15.98) 
and by construction this must vanish: 

(15.99) 

This is the Knizhnik-Zamolodchikov equation. The solutions to this equation are 
the correlation functions of primary fields. However, in practice they are rather 
difficult to solve directly, except for the four-point functions, in which case the 
partial differential equation can be reduced to an ordinary differential equation by 
means of the global SL(2, C) invariance. An example is worked out in the next 

7 The necessity of the tensor product should be clear: we recall that t'f acts on the field tPi at the point 
Zi; thus, on the doublet (tPi,tPj), t'f ® tj acts as t'f ® tj(tPi,tPj) = (t'ftPi,tjtPj). Furthermore, we stress 

that there is an identity matrix with appropriate dimension multiplying the Zi derivative. 
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section. As in the purely Virasoro case, the correlation functions involving the 
descendant fields (15.89) can be obtained directly from those of the primary fields. 

15.3.3. Primary Fields as Highest-Weight States 

Before analyzing the affine singular vectors, the concept of a WZW primary field 
has to be sharpened. Up to now we have characterized a primary field by two prop­
erties: (i) it is annihilated by all the raising operators for positive roots of nonzero 
grade, that is, by the operators H~,E~, (n > 0);8 and (ii) it is valued in some Lie 
algebra representation. However, all the states in a highest-weight representation 
can be obtained from the highest-weight state by application of the various (zero­
grade) lowering operators. (We note that the application of zero-grade operators 
on a state does not change its conformal dimension since such operators commute 
with Lo.) Hence the genuine primary fields, that is the fundamental fields from 
which all other fields can be obtained by application of the Virasoro or affine Lie 
generators, are those associated with the highest-weight states of g representations. 
Denote by IA} such a highest-weight state, and by Ii} its extension to gk' Since Ii} 
can be used to characterize a primary field, we denote the corresponding field by 
the same symbol i(z): 

i(z)IO} = Ii} (15.100) 

This state satisfies the following conditions, 

(15.101) 

which means that it is annihilated by all raising operators for positive roots, together 
with 

(15.102) 

or, in the Chevalley basis, 

(15.103) 

(we recall that Ai is not a Dynkin label, but Ai is.) 
From now on, by a WZW primary state we will mean a state that satisfies 

Eqs. (15.101) and (15.102), and we write (cf. Eq. (15.87» 

h. =h _ (A,A+2p) 
A - A - 2(k +g) (15.104) 

With this clarification concerning primary fields, we see that the basic n-point 
functions of the theory, from which those incorporating positive-grade descendants 
can be derived, are of the form 

(15.105) 

8 We recall that a +nc5 with n > 0 is a positive root, irrespective of the positivity of a (cf. Eq. (14.33». 
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where here the prime indicates a zero-grade descendant of the corresponding 
(unprimed) primary field, that is 

I A'} E-a E- fJ I A} J.L=o···o J.L (15.106) 

for ex,· .. , fJ > O. In other words, J.L' is some finite weight in the highest-weight 
representation J.L of g: J.L' E nil. That basic correlation functions contain zero-grade 
descendants and not just primary fields is forced by the requirement of global G 
invariance (cf. Eq. (15.93». This implies the vanishing of the sum of the finite 
weights associated with the fields in the correlator: 

J.L' + ... + v' = 0 (15.107) 

which is the non-Abelian analogue of the charge neutrality condition in the 
Coulomb-gas formalism (cf. Eq. (9.9». This condition can be rederived directly 
from a global G transformation for which the only nonzero transformation param­
eters # are those associated with the generators of the Cartan subalgebra. The 
condition (15.107) can obviously not be satisfied when the Dynkin labels of all 
the fields are positive. 

15.3.4. Affine Lie Algebra Singular Vectors 

A special class of primary fields is formed by the highest -weight states of integrable 
representations i E ~. Those states generate finite representations with respect 
to any su(2) subalgebra of gk' which implies the conditions 

(Eoaiav,J..)+lli) = 0, ex> 0 (15.108) 

n>O (15.109) 

Equation (15.109) defines purely affine singular vectors in the Verma module of 
highest-weight state Ii}, for i E ~. An example of such a state is provided by 
the vacuum 10} = IkSJo}. 

Since all su(2) subalgebras of nonzero grade (i.e., with generators E':n' E;;a. 
andex·Ho/lexI2) are equivalent, we can consider only the case n = 1 in Eq. (15.109), 
which gives the most stringent constraint (smallest number of applications of the 
lowering operator). In the same respect, the condition is obviously optimized for 
ex = O. Actually, all the conditions (15.109) are properly taken into account by 

I (~li-(9,J..)+1Ii) = 0 I (15.110) 

together with the set (15.108). In other words, for singular vectors involving 
nonzero modes, it is sufficient to consider the generator associated with the simple 
root exo. 

Consider the constraints on the correlation functions that follow from the 
singular vector (15.110). Inserting Eq. (15.110) into Eq. (15.105), we find 

((~l)pi)(z)t1'(Zl)··· .ii'(Zn» = 0 with p::: k - (A, 0) + 1 (15.111) 
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Together with 

E~I(z) = 2~ i ~ a:. Z~(~) (15.112) 

Eq. (15.111) can be rewritten as 

1.. ~ ... 1.. d~p (~(~I)'" EO(~p)J:(Z)J1'(ZI)'" .v'(Zn» = 0 (15.113) h ~I - Z 1'z ~p - Z 

We now deform the integration contour of every variable ~i such that it circles 
around the singular points ZJ,'" ,Zn. Hence, only the singular terms in the OPE 
of the various EO{~i) with IL'(ZI) ... v'(Zn) will contribute. By expanding the fields 
EO(~i) in terms of their modes and performing the integrations (in which only the 
mode m = 0 contributes), we obtain 

p p! 1 1 

f; II!" .In! {z - ZI)11 ... (z - Zn)ln 
IJ+ ... +/n=p 

(15.114) 

x (J:{z)[(Egi l J1']{ZI)'" [(Egi"v']{Zn» = 0 

Let J:{z) be the identity field: J: = lL By mUltiplying the above result by (z - Zn )p-I 
and integrating with respect to Z, we pick up the term with all Ii = 0, except for 
In = p, which finally yields 

(J1'(ZI) ... v"(Zn» = 0 

where the state I v") is defined as 

Iv") = (Eg)PW) 

(15.115) 

(15.116) 

This state I v'), if nonzero, can be acted on with (Eo°)P , with an integer p as large as 
desired, without leaving the module Lv. That means that W') does not belong to an 
integrable representation. Eq. (15.115) shows that correlation functions involving 
states in nonintegrable representations vanish. 

Starting with a correlation function of which all the fields belong to highest­
weight representations, we thus obtain the very remarkable result that all the states 
in nonintegrable representations decouple from the theory; that is, their correlations 
with arbitrary fields vanish. 

We stress that the above derivation is quite general in that it requires only the 
existence in the theory of at least one field in an integrable representation. As 
already pointed out, the identity field is such an example. Therefore, the basic 
assumption boils down to the existence of a vacuum state. 

One more comment is warranted before leaving the analysis of general con­
straints on correlation functions. By means of OPEs, an n-ptlint function can be 
reduced to a sum of lower-point functions, and ultimately to a sum of one-point 
functions. From the global G invariance, we know that the only contributing one­
point function is that associated with the scalar representation. Therefore, global 
G invariance entails a constraint slightly stronger than Eq. (15.107), namely that 
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the tensor product of all the fields involved in the correlator must contain at least 
one copy of the scalar representation, 

/-L®···®v=OE9··· (1S.117) 

Condition (IS. 1 07) ensures that the zero weight will occur in the product of all the 
representations of the correlator, but Eq. (1S.117) is strongerin that it forces at least 
one copy of the zero weight to be the highest weight of the scalar representation. 

We now look at the consequences of this for two-point functions. We consider 
(i'(z)4>(w)} , where A' is in the integrable representation A, and look for the field 4>, 
which yields a nonzero correlator. Global 8L(2, C) invariance requires h", = hi, 
which implies that rP belongs to the highest-weight representation A or its conjugate 
(because hi = hi')' Condition (1S.107) shows that 4> must correspond to the finite 
weight -A'. But generically, if A' is in the representation A, -A' is in the conjugate 
representation A *. This thus fixes rP, up to weight degeneracies. We note that the 
tensor product of a representation with its conjugate always contains the scalar 
representation, and Eqs. (IS.107) and (IS.117) are identical in this case. 

We have not exhausted all the information contained in Eq.(IS.114). It leads 
to very interesting constraints on the OPE of primary fields, which, in favorable 
circumstances, allow us to determine completely the fusion rules of the theory. 
These additional implications ofEq. (IS.114) will be analyzed in Chap. 16. 

15.3.5. WZW Models as Rational Conformal Field Theories 

We now come back to the description of the WZW primary fields. Having estab­
lished the decoupling of all the states in nonintegrable representations, we con­
clude that the only physically relevant fields are those in integrable representations. 
Therefore, for the WZW model with underlying gk affine structure, the primary 
.fields are in correspondence with the weights i E ~, the highest weights of in­
tegrable representations. Since there is a finite number of such weights for a fixed 
positive integer k, we end up with the important conclusion that there is a finite 
number of primary fields in the gk WZW model. 

We stress that, even though there is a finite number ofWZW primary fields, that 
is, primary fields with respect to the affine Lie algebra, there is an infinite number 
of Virasoro primary fields. Indeed, as shown in Sect. 1O.S, only for very special 
values of the central charge, all strictly less than 1, is a finite number of Virasoro 
primary fields possible. For WZW models, c is necessarily greater than or equal 
to 1 (cf. Eq. (1S.7S». 

But where are all these Virasoro primary fields? Take, for instance, the su(2)\ 
model, for which the first few states in the vacuum module are displayed in Fig. 
14.4. In this representation, we can already see an infinite number of Virasoro 
primary states: these are the top states in each vertical strip of the module.9 Indeed, 
each vertical string of states (i.e., the set of all the states with the same finite weight 

9 A more direct argument is presented in Ex. 15.17, based on the character expressions derived in 
Sect. 15.6. 
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at different grades) forms an irreducible Virasoro representation at c = 1. For 
instance, the state [-1, 2] at grade 1, that is, J~ d [1, 0]), is a Virasoro primary 
state: 

(15.118) 

where we used the commutation relation (15.65). However, it is easily checked 
that the action of L\ on the the state [-1, 2] at grade 2, which can be written as 
J~/o J~\I[I, 0]), is not zero, showing that it is not a Virasoro highest-weight state. 

That each vertical string of states corresponds to exactly one Virasoro module 
is particular to the su(2)\ case. Generally, there is more than one Virasoro module 
in each string. But the key point is that all those states at the tip of vertical strings 
are necessarily Virasoro highest-weight states. These are the states whose weights 
[L in Qi are such that [L + 8 ¢ Qi. And this set, called Qrax previously, is infinite: 
Fix a [L E Orax ; acting with the affine Weyl group (whose order is infinite) on [L 
still produces an element of Qrax • 

In WZW models, the infinite number of Virasoro primary fields are thus reorga­
nized into afinite number of affine Lie algebra representations. The rational char­
acter of a conformal theory with an additional symmetry entails a rearrangement 
of the fields with respect to the full extended algebra. In the present context, be­
cause the Virasoro algebra belongs to the universal enveloping algebra of the affine 
algebra, it suffices to classify the fields in terms of the irreducible representations 
of the latter. 

Having identified the primary fields of the theory, we should inquire about 
modular covariance. In analogy with the Virasoro case, we introduce the character 
of the integrable representation of Ii) as 

Xi (r) = Trie[2Jrir(Lo-cl24)] (15.119) 

with Lo given by Eq. (15.64) and c by Eq. (15.61). Since the states at level n in 
the module of Ii) have dimension hi + n, where hi is given by Eq. (15.104), we 
can rewrite the expression for the character as 

Xi(r) = e[2JTir(h i.-c/24)] Ld(n) e2JTim (15.120) 
n 

where d(n) is the number of states at level n. Using the Freudenthal-de Vries 
strange formula 

121pl2 = g dim g (15.121) 

it is easy to check that 

I hi -C/24 = mi I (15.122) 

Thus, Eq. (15.120) is simply the expression for the specialized (and normalized) 
characters of the irreducible highest-weight representations of the affine Lie alge­
bra gk. We recall that in our study of affine Lie algebras, we found the Lo eigenvalue 
of the highest-weight states to be arbitrary, and conventionally chosen to be zero. 
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This is obviously no longer the case here since Lo also appears in the Virasoro 
algebra, and its eigenvalue is unambiguously fixed to be h>... To distinguish conju­
gate repr~sentations, we introduce, as usual, a ~ dependence; with ~ = L~=I Ziar, 
this gives 

(15.123) 

where here h j is a Chevalley generator. 
The identification of the WZW characters with those of the integrable represen­

tations of gk readily tells us that the characters of WZW primary fields transform 
into each other under modular transformations, with the explicit form of the mod­
ular matrices given by Eqs. (14.215), (14.216), and (14.217). Hence, the modular 
covariance of the gk WZW model in each sector is established automatically. From 
the Verlinde formula, this also implies that the set of holomorphic and antiholomor­
phic primary fields are closed independently under OPE. (The detailed analysis of 
fusion rules is reported in the next chapter.) 

A WZW model is thus very similar to a minimal Virasoro model. Actually, it 
is also a unitary theory. This follows from the unitarity of the integrable repre­
sentations of an affine Lie algebra at integer level. This is also manifest from the 
positivity of the conformal dimensions of the WZW primary fields, Eq. (15.104): 
to each primary field there corresponds a module with h ::: 0 and c > I, and these 
are always unitary (cf. Sect. 7.3.4). 

To obtain physical spectra, we have to determine how left and right representa­
tions are tied together. This amounts to constructing a modular-invariant partition 
function. This subject will be studied in full in Chap. 17. However, from our 
past experience with modular invariants, we can guess that a diagonal theory, in 
which all the primary fields transform with respect to the same representation in 
the holomorphic and antiholomorphic sectors, with each integrable representation 
appearing exactly once, is always possible. 

§15.4. Four-Point Functions and the 
Knizhnik-Zamolodchikov Equation 

In this section we present the detailed calculation of the four-point function 

(15.124) 

for §U(N)k. We note that in order for correlations of g(z,z) fields to be SU(N) 
invariants, g(z, z) and g-I (z, z) must appear in equal numbers. 1O 

\0 For instance, under the right action of SU(N), g(z. z) transfonn as gQ with Q E SU(N), and 
the productgg-Ig-Ig is manifestly invariant. The invariance with respect to the left action of SU(N) 
follows from the invariance of the correlator with respect to the reordering of its fields. 
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15.4.1. Introductory Comments 

In preparation for this calculation, we present a series of preliminary remarks. 
First, we recall that g(z, z) transforms in the fundamental representation WI in 
both sectors: 

Since g(z, z) is unitary, g-I 
conjugate to WI: 

(15.125) 

g t, g-I (z, z) transforms in the representation 

(15.126) 

Moreover, in the Knizhnik-Zamolodchikov equation, a factor fl associated with 
a g(z, z) factor acts from the left, whereas if it is associated with a g-I factor, it 
acts from the right (and it is the same fl in both cases because (fl)t = fl); that is, 

The matrix g(z, z) is actually a tensor product of a column vector made from 
the fields associated with all the states in the fundamental representation WI times 
a row vector made out of the same states: 

(WI - al)(Z) 
( 

WI(Z) ) 

g(z,z) = ::: ®(wI(z),(wl-al)(z),"',(wI -fJ)(z» (15.128) 

(WI - fJ)(z) 

Here fields and weights are denoted by the same symbol since all weights have 
multiplicity 1. Take, for instance, su(2)1: in terms of the fields 

(15.129) 

g(z, z) reads 

(15.130) 

From now on, the matrix entries of g(Zi, Zi) will be written as gm; ,m; (Zi, Zi) with 
mi (resp. mi) referring to the holomorphic (resp. antiholomorphic) sector. 

The group theoretical content of the correlator (15.124) is coded in the tensor 
product 

(15.131) 

Using the Littlewood-Richardson rule described in Sect. 13.5.3, it is easy to verify 
that: 

WI ® WN-I = fJ EB n (15.132) 
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where () refers to the adjoint representation and ][ to the scalar representation of 
zero weight. The above four-term tensor product reduces then to 

«() EB ][) ® «() EB ][) = ][ EB 2() EB «() ® () 
(15.133) 

since, in the product of two adjoint representations, the scalar representation ap­
pears only once. Thus, in the product (15.131), the identity occurs twice. Equiv­
alently, the two identities could be characterized as follows: one comes from the 
identity in each of the two products 

g(ZI,ZI)g-I(Z2,Z2) and g-I(Z3,Z3)g(Z4,Z4) (15.134) 

and the other from similar terms with the indices 2 and 3 interchanged. Therefore, 
each conformal block of the four-point function, in addition to being decomposable 
into holomorphic and antiholomorphic sectors as 

:7(Zi, Zi) = :7(Zi )§:"(Zi) 

also decomposes into the SU(N) invariant factors 

(15.135) 

(15.136) 

(where, by an abuse of notation, we identify the matrix with its components) as 

(15.137) 

and likewise for :J(Zi). 
The product (15.131) yields two copies of the identity, which means that the 

correlation function (15.124) will decompose into a linear combination of at most 
two conformal blocks. To obtain the precise number of contributing blocks, we 
need to evaluate the level k fusion rules 

i x i* x i* xi (15.138) 

with 

i = [k - I, 1,0,···,0] = (k - I)Wo + WI (15.139) 

Techniques for calculating fusion rules will be presented in the next chapter. 
However, it is not difficult to convince oneself that for k > 1, 

(k> I) (15.140) 

with 

(15.141) 

This means that there is no truncation of the tensor product. The complete four­
term fusion rule then produces two copies of the identity. However, for k = 1, 
the field transforming in the adjoint representation decouples since it is no longer 
primary (i.e., () at level 1 is [-1,1,0, ... ,0, I), and it has one negative Dynkin 
label); we thus have 

i x i* =][ (k = 1) (15.142) 
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or, equivalently, 

(15.143) 

so that for k = 1 there is only one channel, that is, only one contributing conformal 
block. 

15.4.2. The Four-Point SU(N)k Knizhnik-Zamolodchikov 
Equation 

As usual, the projective Ward identities allow us to write 

9(Zi,Zi) = [(ZI - Z4)(Z2 - Z3)(ZI - Z4)(Z2 - Z3)r2h g(X,x) 

where h is the dimension of the field g(z, z): II 

h = it == h = (WI, WI + 2p) 
g 2(k +N) 

and 

In the following, we set Zij = Zi - Zj. 
In terms ofthe variables Fj(x) defined by 

9"j(Zi) = [ZI4Z23r2h Fj(x) 

N 2 -1 

2N(k +N) 

j = 1,2 

(15.144) 

(15.145) 

(15.146) 

(15.147) 

the holomorphic part of the Knizhnik-Zamolodchikov equation (15.99) becomes 

( 1 "'Latf®tf) 4h 
aZi + -k - ~ [Z14Z23r (IIFI(x) + 12F2(x» = 0 (15.148) 

+N #i Zi -Zj 

The next step is to transform these partial differential equations into an ordinary 
differential equation in the variable x. Consider the case i = 1; since 

a - --- a ( XX) 
ZI - Z12 ZI4 x 

(15.149) 

the equation takes the form 

{ -2h +( ~ _ ~ )ax+k 1 N L La r: ® tf !(IIFt(X) + hF2(x»=0 
ZI4 ZI2 ZI4 + j=2,3,4 ZI - Zj 

(15.150) 
Once the ZI derivative has been evaluated explicitly, and after taking out the com­
mon factor [ZI4Z23r2h , we can fix three values of the Zi'S. A convenient choice 
is 

ZI =X, Z2 =0, Z3 = 1, Z2 = 00 (15.151) 

11 We recall that (w;,Wj) = i(N -j)/N fori ::: j; we then have (WI, p) = "£f=I(N -j)/N = (N -1)/2. 
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This reduces the equation to 

{a + _1 _ La r: ® ~ + _1 _ La r: ® tj } (I F (x) + I F (x» = 0 
x k +N x k +N x-I I I 2 2 

(15.152) 
The next step is to evaluate the various terms La If ® ff on the Ii'S. For this, 

we must recall that when fI is associated with a g (resp. g-l) factor, it acts on the 
left (resp. right). Thus, for instance, 

r: ® ~ II = ~,t.!t"m;t.!t4,m~ I5m;,m/)m~,m3 = t.!t"m2~14,/113 
,n l ·m4 

On the other hand, if say i = 1 j = 3, we should write: 

r: ® tjII = L t.!t"m;t.!t;,/113 I5m;,m2 15m4,m; = t.!t"m2t.!t4,m3 
m'"m3 

(15.153) 

(15.154) 

(We note the position of the repeated indices in each case.) To decompose the 
product fIr' in terms of II and h, we need the formula: 

(15.155) 

which holds for su(N) matrices in the fundamental representation. The quadratic 
Casimir operator is 

(15.156) 

We are now in position to evaluate the different terms occurring in Eq. (15.152): 

L: r: ® ~ II = L(fIfl)m"m2 15m3,m4 
a a 

N 2 -1 N2 -1 
= ~ I5m"m2 15m4,m3 = N II 

L:r: ® ~ h = Lt.!t"m3t.!t4,m2 
a a 

1 1 
= I5m"m215m3,m4 - Nl5m"m3l5m2,m4 = II - NI2 

L:r: ®t3 II = Lt.!t"m2t.!t4,m2 
(15.157) 

a a 

1 1 
= I5m"m315m2,m4 - Nl5m"m2l5m3,m4 = 12 - NIl 

L r: ® ~ 12 = L(flfl)m"m315m2,m4 
a a 
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After substituting these results into Eq. (15.152), since the terms II and h are 
independent-so that their multiplying factors must vanish separately-, we obtain 
the two equations: 

oxFI = ~ {(N2 - 1)FI + F2 _ ..!..~} 
k+N N x x Nx-l 

OxF2 = ~ { (N2 - 1) F2 + ~ _ 2. F2 } 
k+N N x-I x-I Nx 

(15.158) 

To proceed, we use the first of these equations to express F2 in terms of FI and 
substitute the result into the second equation. We then set 

Fl = xr(l- xYfl 

to obtain the following second-order differential equation for fl: 
x(1 - x) { 2 2 2 } f N2 N K Ox +A(x)ox +B(x) 1=0 

where K = k +N, 

and 

A(x) = (2rKN +N2 - 2+KN _ 2sKN +N2 - 2)NK 
X I-x 

B(x) = (K2N 2r(r - 1) + rKN(N2x~ 2) + rK2N 2 - (N2 - 1)) 

+ (K2N 2S(S - 1) + sKN(N2 - 2) + KN - (N2 - 1)) 
(1- X)2 

+ (-2rSK2N 2 - (s +r)KN(N2 -1) -SK2N 2) 
x(1-x) 

( KN - 1 - (N2 - 1)2) N 2 

+ x(1-x) + x(1-x) 

(15.159) 

(15.160) 

(15.161) 

(15.162) 

Any solution of a linear second-order differential equation can be expressed in 
terms of two independent ones. Simple solutions can be obtained by making ap­
propriate choices of the parameters r and s. In this way, the above equation can be 
transformed into the hypergeometric equation (cf. Ex. 8.9): 

x(1 - x)o;f + [c - (a + b + 1)]Oxf - abf = 0 (15.163) 

For this, we must eliminate the coefficients of the x-2 and (1 - X)-2 terms; this 
fixes the possible values of r and S to be 

(15.164) 

and 

(15.165) 
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Out of these four possible choices, two are independent. We then fix the value of 
s to be s+. For the two choices of r, the solutions are: 

r=r_: fl(-) =F(!,-!; 1- N;x) 
/C /C /C 

(15.166) 
.1'(+) _ F (N - 1 N + 1 . N.) r=r+: II - , ,1+ ,x 

/C /C /C 

where F(a, b; c; x) is the hypergeometric function (defined in Ex. 8.9). Notice that 
r _ = 2h, where h is the dimension of the fieldg(z, z) given in Eq. (15.145). In the 
same vein, we can express r + in terms of the dimension of the adjoint field (with 
weight (I) and that of g(z, z): Since 

h. _ ((),()+2p) _ ~ 
e - 2(N + k) - N + k 

where we used Eq. (13.128) withg = N, we can write 

r+ = s+ = ho - 2h 

The two solutions for Flare thus: 

F~-) = x-2h(1- x)he-2hF (!, -!; 1 _ N; x) 
/C /C /C 

F~+) = x'tr2h(1 _ x)he-2h F (N - 1 , N + 1; 1 + N; x) 
/C /C /C 

(15.167) 

(15.168) 

(15.169) 

Solutions for F 2 are obtained in exactly the same way. A suitable choice of solutions 
(incorporating a convenient normalization) is 

_ 1 (11 N) F~ ) = "x'-2h(1-xir2hF 1 +;;,1 -;;; 1 - -;;x 

( ) ( N - 1 N + 1 N ) F/ = -Nx'te- 2h(1_x)hr2hF --, --; -;x 
/C /C /C 

(15.170) 

From the leading x power, we can identify the two conformal blocks, which have 
two components each, as follows: 

(FH) 
!Tn == !f<-) = Fi-) (15.171) 

is the identity conformal block, while 

(
F(+) ) 

17'. = ".(+) _ I Je _"J' - (+) 
F2 

(15.172) 

is the adjoint-field conformal block. 

15.4.3. The Crossing-Symmetry Constraint 

The final step of the calculation consists in fixing the appropriate linear combination 
of our solutions making the correlator well-defined. As illustrated in Sect. 9.2.3, this 
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amounts to enforcing the monodromy invariance of the correlator. Equivalently, 
the emphasis can be placed on crossing symmetry. More precisely, we require the 
correlator to be single valued and invariant under the crossing symmetry: 

9(x,x) = 90 - x, 1 - x) (1S.173) 

where 9(x,x) has been defined in Eq. (15.144). This is the point of view adopted 
in the present calculation. 

Let 

and 

9(x,x) = L Idj9i,j(x,x) 
ij=I,2 

9i,j(X, x) = L Xnm Ft)(x) Fjm)(x) 
n,m=-,+ 

(1S.174) 

(1S.17S) 

A first condition on the constants Xmn follows from the requirement of single­
valuedness. Consider the sector where x is very small; for a single valued solution, 
a fractional power of x is permitted only if it appears in absolute value. This forces 

(1S.176) 

Crossing symmetry requires: 

9i,j(x,x) = 93-i,3-j(l - x, 1 - i) (IS.I77) 

This equality simply translates the fact x ~ 1 - x interchanges the channels II 
and h. We now look for the particular linear combinations of our solutions which 
satisfy Eq. (IS.I77). For this, we need the following transformation property of 
the hypergeometric functions: 

with 

F(a,b;c;x) =AI F(a,b;a +b -c + 1; I-X) 

+A2 (l_x)c-a-b F(c -a,c -b;c -a -b + 1; 1 -x) 
(1S.178) 

Al = r(c)r(c - a - b) 
r(c -a)r(c -b) 

A _ r(c)r(a+b-c) 
2 - r(a)r(b) (IS.179) 

To characterize the transformation properties of the conformal block, we introduce 
the coefficients Cnm defined by: 

F~n)(x) = LCnm Ftlo - x) (IS.180) 
m 

They are determined from the explicit expressions of the conformal-block compo­
nents and by Eq. (1S.178). Consistency requirements on these coefficients follow 
from a double use ofEq. (1S.178): 

(1S.l81) 
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Hence, only two coefficients need to be evaluated. A simple calculation gives 

and 

c __ = N r(NIK)r( -NIK) 
r(lIK)r( -11K) 

r2(NIK) 
c+_ = -N r«N + I)IK)r«N - I)IK) 

(15.182) 

(15.183) 

The crossing-symmetry requirement takes the following form. To avoid terms 
mixing the two conformal blocks we must have: 

and the equality of the nonmixed terms forces 

X __ c~_ + X++c~_ = X __ 

X __ c~+ + X++c~+ = X++ 

(15.184) 

(15.185) 

In view of Eq. (15.181), all these requirements are compatible. We then set 

c2 -1 
X++ = --2 X__ (15.186) 

c+_ 

With our choice of normalization for the solutions of the differential equations, 
the correlation function is properly normalized when 

(15.187) 

The final result is then 

c2 1 
{hi(x,x) = F}-) (x) F;-)(x) + --2 - F~+)(x) Fj+) (x) (15.188) 

c+_ 

We have argued previously that for k = I, the contribution of the second conformal 
block should decouple. It is indeed easily verified that for k = I, c __ = 1. 

§ 15.5. Free-Fermion Representations 

15.5.1. Free-Field Representations and Quantum Equivalence 

In the study of the Virasoro algebra, we found various representations in terms 
of free fields, based on bosons, fermions, and ghosts. In particular, the free-boson 
representation, including vertex operators, proved to be very useful for practical 
calculations, especially for the evaluation of correlation functions. In this section 
and the next two, we show that similar representations exist for WZW models. The 
simplest ones are the free-fermion representations of the §O(N), and §U(N), x 
u(l) == u(N), WZW models, famous examples of non-Abelian bosonization. 

For models with simply-laced algebras at level I, there is also a representation 
in terms of r (=rank) free hosons and vertex operators, the so-called vertex repre­
sentation. Its extension to nonsimply-Iaced algebras requires the introduction of a 
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suitable set of fennionic fields. This type of representation also exists for k i- 1, 
but it is much more complicated and will not be discussed here. 

A generic representation for all gk WZW models, in tenns of r free bosons and 
I f:!.+ I pairs of ghosts, will be described in Sect. 15.7. 

It is certainly a remarkable fact that two theories with completely different 
classical actions can be equivalent at the quantum level. We stress that the quan­
tum equivalence of two theories means the equivalence of their correlation func­
tions. This implies directly that the two theories have the same symmetry algebra 
(which means the same Ward identities associated with the symmetry) and the same 
primary-field spectrum (which is encoded in the two-point correlation functions). 

Although these last two characteristics are in general easily compared, this is 
not so for the full set of correlation functions. Even though it is sufficient to restrict 
ourselves to four-point correlation functions of primary fields (out of which the 
various operator coefficients can be extracted), the evaluation of these functions 
remains a tedious task. In practice, it appears that establishing the equivalence of 
the two (quantum) energy-momentum tensors is generally sufficient l2 and from 
now on we will understand quantum equivalence in this weak sense. An easily 
verified necessary condition for the equivalence of the energy-momentum tensors 
of two theories is the equality of their central charges. 

15.5.2. The §O(N)l Current Algebra From Real Free 
Fermions 

Consider N real independent free fennions, with OPEs 

/;ij 
1/!i(Z)1/!j(w) '" ( ) 

Z-W 
(15.189) 

transfonning in the vector representation of so(N) (i.e., with highest weight WI), 

with transfonnation matrices tij. In this case, the index a actually stands for a pair 
of integers (r, 5) such that 1 ::5 r < 5 ::5 N and an explicit realization of these 
matrices is given by: 

tij == t~;S) = i(/;r /;j - /;j /;f) 

Tr(t't» = 2/;ab 

L tijtkl = -/;ik/;jl + /;i//;jk 
a 

They satisfy [t', th] = Lc ifabc[C with 

(15.190) 

fabc == f(rs)(pq)(mn) = /;mr(/;nq/;sp - /;np/;sq) + /;ms(/;rq/;np - /;nq/;rp) (15.191) 

Lfabcfabd = 2(N - 2)/;cd (15.192) 

a,b 

12 There are simple counterexamples, however: free-boson theories defined on circles of different 
radii have the same energy-momentum tensor but different spectra. 
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This is indeed consistent with our normalization 101 2 = 2 (see, for instance, 
Eq. (15.53)), since for 50(N) g is equal to N - 2. 

Out of these fermions, a bosonic spin-l field is easily constructed as 

Ja(z) = fJ L(l/Iit't{t/Fj)(Z) 
i,j 

(15.193) 

for some constant fJ. We now check that this provides a realization of the OPE 
(15.43), thereby fixing fJ and the level. Since we have free fields, we can use 
Wick's theorem to calculate contractions: 

J~(w) = fJ2 L tijtfz [( ~ ) {-lSik(l/Ij(Z)l/Iz(w)) + lSil(l/Ij(Z)l/Ik(W)) 
i,j,k,Z Z w 

+ ISjk(l/Ii(Z)l/IZ(w)) -lSjZ(l/Ii(Z)l/Ik(W))} 

1 
+ ( )2 {-lSiklSjZ + lSillSjk} ] z-w 

(15.194) 
The two brackets result from the single and double contractions, respectively. (We 
recall that in order to contract l/Ik with l/Ii, we must pass l/Ik over l/Ij, and this 
induces a minus sign.) By Taylor-expanding the fields evaluated at Z around the 
point w, we obtain 

(15.195) 

From the first term, we see that fJ must be equal to 4, and since by Eq. (15.190) 
the trace is 2 when a = b, we conclude from the second term that k = 1. The 
corresponding Sugawara central charge is given by (cf. Eq. (15.61)) 

( ~( )) _ 4N (N -1) _ N 
C 50 N 1 - (N _ 2) + 1 - 2 (15.196) 

This certainly looks natural at first sight since a real free fermion is known to con­
tribute 4 to the Virasoro central charge. But this result has been derived previously 
from an energy-momentum tensor of the form 

(15.197) 

while here the energy-momentum tensor is given by the Sugawara construction, 
which is quartic in the fermion fields: 

1 
T(z) = 8(N _ 1) L ~«l/Iitijl/lj)(l/IktkZl/IZ))(Z) 

a l,J,k,l 
(15.198) 



§15.5. Free-Fennion Representations 649 

In fact, these expressions are only superficially different. The exact equivalence 
of Eqs. (15.197) and (15.198) can be established by means of the rearrangement 
lemma of App. 6.C, which we reproduce for convenience: 

«AB)(CD» =(A(B(CD») + (A([(CD),BJ)) 

+«[(CD),A])B) + ([(AB), (CD)]) 
(15.199) 

Note however that this result was derived for bosonic fields. Since it is to be applied 
to fermionic fields, the signs of the different terms must be reconsidered. But in the 
present context (CD) is bilinear in the fermionic fields, thus bosonic, and because 
the order of the factors A and B is nowhere changed, the formula is not modified. 
We then rewrite Eq. (15.199) as 

« 1/I('/lj)( 1/Ik 1/1/» = (1/Ii( 1/Ij( 1/Ik 1/1/))) + ([( 1/Ii1/lj), (1/Ik 1/1/)]) 

+ «[(1/Ik1/l/), 1/Ii)1/Ij) + (1/Ii([(1/Ik1/l/), 1/Ij])) 
(15.200) 

From Eqs. (6.222) and (15.194), we find 

([(1/Ii1/lj), (1/Ik1/l/)]) = a [8jk(1/Ii1/l/) - 8j/(1/Ii1/ld + 8i/(1/Ij1/lk) - 8ik(1/Ij1/l/)] 
(15.201) 

Similarly, with 

we have 

1 
(1/Ik1/l/)(Z)1/Ii(W) '" --(8/i1/lk(W) - 8ki1/l/(W» z-w 

Collecting all these results, a simple calculation shows that 

2)-8ik8j/ + 8i/8jk]«1/Ii1/lj)(1/Ik1/l/» = L -4(N -l)(1/Iia1/ti) 
i,j,k,l 

whose substitution into Eq. (15.198) reproduces exactly Eq. (15.197). 

15.5.3. Description of the SO(N)l Primary Fields 

(15.202) 

(15.203) 

(15.204) 

As a first application of a current algebra free-field representation, we present 
a description of the WZW primary fields for the §O(N)1 model in terms of the 
fields in the free-fermion theory. It turns out that not all the primary fields can be 
expressed directly in terms of the free fermions. But a free-fermion theory is in 
fact equivalent to the Ising model. It is then in terms of the primary fields of N 
decoupled Ising models that all the WZW primaries for the §O(N») model can be 
written. The dimension spectrum of the §O(N») model is easily calculated, using 
the quadratic form matrix given in App. l3.A, to be 

N 2 h I h. _ 2r + 1 
= r + 1 : WI = 2" Wr - 16 

N=2r: 
, r 

h· -h· --w,. - Wr_1 - 8 

(15.205) 
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together with the vacuum state. related to the weight Wo. (We recall that the only 
integrable representations of §O(N) I are Wo, WI. and wr for Br• and Wo, WI, Wr-I. 
and Wr • for Dr. The corresponding nodes in the Dynkin diagram have comark equal 
to one.) The primary field transforming in the vector representation must be g(z, z) 
itself. Since it has holomorphic and antiholomorphic dimension !. it should be \3 

(15.206) 

This must reproduce the OPE 

( -)Ja() ~ tkn gnl(W, z) 
gkl z,z W "" ~ 

n z-w 
(15.207) 

In terms of free fermions. this reads 

(15.208) 

and is indeed easily checked to be true. The remaining fields (transforming in 
the spinor representations of so(N) all have conformal dimension -hN. Hence. 
they must be made of N copies of the Ising spin field a(z, z) or its dual JL(z, z). 
which both have conformal dimension -h. The number of possible fields that can 
be constructed in this way from N copies of the Ising model is 2N. This number 
matches exactly the dimension of the associated representations: 

(15.209) 

15.5.4. ro(N)1 Characters 

A free-field representation provides a simple way of finding an expression for 
the characters of the theory. Since §O(N)I can be represented in terms of N free 
fermions with the same boundary conditions (ensuring the periodicity of the dif­
ferent components gkl(Z, z) as given by Eq. (15.206». its partition function must 
be of the form 

Z ex. L Z~ (15.210) 
v=2,3,4 

where 

(15.211) 

\3 Such a fennionic representation of a WZW model makes natural the effective description presented 
at the end of Sect. 15.1.1. Here, the comparison of the ro(N) 1-WZW action with a free-fennion theory 
leads to a relation between the fieldg(z, z) and the fennions that makes g(z, z) transform in the vectorial 
representation (the minimal representation of so(N» in both sectors. 



§15.5. Free-Fermion Representations 651 

(a notation used frequently in Chap. 12). The characters are obtained by rewriting 
this equality in the fonn 

z= L IXJ:12 
J:EP~ 

(15.212) 

by requiring the XJ: 's to transfonn covariantly among themselves. For 50 (2r) 1 , the 
primary-field characters are thus found to be 

X. = ~ (~ +(1,;) 
Wo 2 r( 

. _ ~ (~ - O~) 
XWI - 2 T( (15.213) 

1~ 
XWr-1 = XWr = 2 r( 

All functions are understood to beevaluatedatq = e27fir andOv(q) == Ov(Olr), v = 
2,3,4 stand for the Jacobi theta functions defined in App. to.A. The relative 
normalizations of the characters are fixed by modular invariance, and the absolute 
normalization of XfiJo is fixed from the first two tenns of its expansion: 

XfiJo = 1 + [dim so(N)] q + ... 
For .ro(2r + 1)1 the characters are 

· _ ~ (O;+~ + O~+~ ) 
XWo - 2 r+! 

11 2 

· _ ~ (O;+~ - O~+~ ) 
XWI - 2 r+! 

11 2 

• __ 1_ (02)r+~ 
XWr -../2 11 

For N = 1, we recover the Ising characters, as we should. 

15.5.5. so(N) Representations at Higher Levels 

(15.214) 

(15.215) 

With N free fennions transforming in the vector representation of so(N), we have 
constructed a representation of the .ro(N)1 affine algebra. Is it possible to obtain 
higher levels, by considering other representations than the vectorial one? Clearly, 
the derivation of Eq. (15.195) is representation independent, so that the whole 
dependence upon a specific representation is encapsulated in the value of the level 
read off the equality: Tr ~tb = 2kl3ab. We know that this trace, evaluated in the 
highest-weight representation A, is related to the Dynkin index X A defined by 

Tr ~tf = 2xAl3ab (15.216) 
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and for which we already found the explicit expression (13.133). (For so(N), X;. 

is always an integer.) Therefore Eq. (15.193) with f3 = ! and f'" = ff. yields a 
representation of so (N)xl. . 

A particularly interesting case is 50(3). It is equivalent to su(2) with its repre­
sentations restricted to those whose highest weights have even finite Dynkin label. 
For the adjoint representation, the index is found to be 2. Hence, SU(2)2 has a 
representation in terms of three real fermions. 

15.5.6. Complex Free-Fennion Representations: U(N)k 

Consider now N complex free fermions 1/I'i. 1/1' i, with OPEs 

8·· 8·· 
1/I'i(Z)1/I't(w) "-' _11_ 1/I'i(z)1/I'j(W) "-' _11_ 

z-w z-w 

1/I'i(Z)1/Ij(W) "-' 0 1/I'i(z)1/I't(w) "-' 0 

They provide a natural realization of u( 1) by 

.t>(z) = f3 2:( 1/I'i 1/I'i)(Z) 

(15.217) 

(15.218) 

where f3 is some constant. The level is found to be f32 N. It is clear that f3 is not 
fixed, which makes the value of the level arbitrary. In spite of this, the contribution 
of such a u( 1) factor to the Virasoro central charge is unambiguous and equal to 1. 
This can be seen from Eq. (15.61), with g = 0 and dim g = 1. The corresponding 
Sugawara energy-momentum tensor is 

(15.219) 

and the arbitrary factor f3 has disappeared. 
If these fields transform in the defining representation of su(N) (i.e., with 

highest weight WI), with transformation matrices tij such that 

Tr fIt' = 8ab 

(15.220) 

L:fabcfabd = 2N8cd 
a,b 

we can construct a representation of su.(N) with 

r(z) = 2:(1/I'itij1/l'j)(z) (15.221) 
i,j 

This is readily checked, and the level is found to be 1. It is also simple to verify 
that 

(15.222) 
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so that from N complex free fermions, we actually get a representation of u(N) I. 
The relation with a standard theory of complex free fermions can be obtained 

as in the so(N) case. The starting point is again the rearrangement lemma (6.226), 
which yields 

« 1/1: 1/Ij)( V{r/F/)) = (1/1: (1/Ij( 1/121/1/))) + 8[~jk( 1/1: 1/1/) - ~il( 1/12 1/Ij)) 

+ (81/12 1/Ij )~il - (1/1: 81/1/ )~kj 
(15.223) 

Notice that for N > 1, the quartic term is nonzero. Using this relation, the u(l) 
Sugawara energy-momentum tensor (15.219) and that for su(N)J, namely 

1 
Ts7.(N»)(Z) = 2(N + 1) ~ .~«1/I:tt1/lj)(1/I2tk/1/I/»(Z) (15.224) 

1,I,k,/ 

can be reexpressed respectively as 

l"'t t 1", t t 
Tu(I) = 2N ~(1/Ii (1/Ii(1/Ij 1/Ij))) + 2N 4-t[(81/1i 1/Ii) - (1/Ii 81/1i)] (15.225) 

1,1 I 

(15.226) 
Adding these, we find that the quartic piece cancels out, with the result 

1", t t 
Tu(I) + Tsu(N») = 2 4-t[(81/1i 1/Ii) - (1/Ii 81/1i)] (15.227) 

I 

This is exactly the energy-momentum tensor for N free complex fermions. Since 
a free complex fermion (which is equivalent to two real fermions) contributes to 
c = 1, the central charge for Eq. (15.227) is equal to N. This agrees with the sum 
of the Sugawara central charges 

c(u(l)) + c(su(N)I) = 1 + NN2 
- 1 = N 
+1 

(15.228) 

Here again, higher levels can be obtained from su(N) representations larger than 
the defining representation. 

§15.6. Vertex Representations 

15.6.1. The su(2)] Case 

Consider a theory with a single free boson q;l(Z) , 14 where as usual 

q;l(Z)q;l(w) ....., -In(z - w) (15.229) 

14 In this chapter and the following ones, when considering the free-boson theory, we will always 
refer to its chiral (holomorphic) part. 
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Clearly iafjl(z) defines a u(l) current. But as we know, this is not the only spin-l 
operator that can be constructed from this free boson: the vertex operators e±i.J'i.rp 
also have conformal dimension 1 (cf. Sect. 6.3.2). It turns out that these three 
spin-l operators 

H=iafjl 

satisfy the su(2) algebra at level 1. Using, for instance (cf. App. 6.A), 

r---l 

E+(z)E-(w) = exp{2(j1(z)(jI( w)} exp{iv'2(fjI(z) - fjI(w))} 

= (z _IW)2 exp {iv'2~ (z ~~)" a"fjI(w) I 
the full set of OPE is readily found to be 

+ _ 1 ../2H 
E (z)E (w) ""' ( )2 + --

z-w z-w 

H(z)E±(w) ""' ±v'2E±(w) 
z-w 
1 

H(z)H(w) ""' ( )2 z-w 

(15.230) 

(15.231) 

(15.232) 

These are the expected OPE in the Cartan-Weyl basis (with E± == E±a, ), since al 

is ../2. (Unpleasant factors of../2 can be avoided by moving to either the Chevalley 
or the spin basis.) 

The Sugawara central charge is equal to 1 (cf. Eq. (15.61) with k = 1 and 
g = 2), as expected for a theory with a single boson. Indeed, a direct calculation 
shows that the Sugawara energy-momentum tensor reduces to that of a free boson: 

T(z) = ~ [(HH) + (E+E-) + (E-E+)] 

1[ i 2 i 2 ] = 6 -(ikpikp) + .j2a fjI- (ikpafjl) - .j2a fjI- (a(jla(jl) (15.233) 

= -~(ikpikp) 
2 

where (E+E-) can be read off the first regular term in the OPE (15.231), and 
similarly for (E-E+). 

For this WZW model, there is only one field beside the identity, and it is bound 
to be g(z, z) itself, with conformal dimension h = it = ~. It has four components, 

two for each sector. Those in the holomorphic sector are e±irp(z)/.J'i., corresponding, 
respectively, to the two states j = 4, m = ± 4 (where j = A 1/2): 

E+(Z)eif{J(W)/.J'i. = (z - w)ei(f{J(z)+!f{J(W»/.J'i. ""' 0 

(15.234) 
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In the first OPE, the absence of a pole and of a nonzero regular term as Z -+ w 
implies that 

(15.235) 

They correspond respectively to the last condition in Eq. (15.101 ) (the other equal­
ities of condition (15.101) are trivially checked) and the singular vector (15.110) 
(since here k = (A, e) = 1). 

15.6.2. Fock Construction of the SU(2)1 Integrable Modules 

We now show that the above construction provides a representation of the integrable 
su(2») modules. We start with a description of the identity module L[1,o) (i.e., 
A) = 0). 

We consider then the Fock space generated by the states 

(15.236) 

where N In;} is some constant, and IP; {O}) is obtained from the vacuum state 10; {O}) 
by 

IP; {O}) = {E+{O»m 10; {O}) 

Ip; {O}) = {E-{O»m 10; {O}) 

if P =.jim > 0 

if P = -.jim < 0 
(15.237) 

for some positive integer m. The £0 eigenvalue of these states is (cf. Eq. (6.72»: 

£olp; {ni}) = [~p2 + Eknk] Ip; In;}) 
k=) 

= [m2 + Eknk] l.jim; {nj}) 
k=) 

(15.238) 

now with m E Z. For the first few values of m, the number of distinct states at 
each grade (i.e., at each eigenvalue of £0) is given in Table 15.1. For instance, the 
five states with m = 0 and £0 = 4 are 

10;4,0,···) 10;2,1,0,···) 10;1,0,1,0,···) 
(15.239) 

10; 0,2,0,···) 10; 0,0,0,1,0,···) 

The states Ip; {ni}) are seen to build up the module L[1,o). They are associated with 
weights whose finite part is 2mw). (Note that since the su(2) root a) can be taken 
to be .ji, we can reinterpret p = .Jim as p = a) m = 2mw).) At each grade, the 
finite weights are easily reorganized into irreducible representations. 

This field theoretical construction of the module L[1,o) shows clearly that the 
string function for the weight [1, 0] is given by the inverse of the Euler function: 
the states with m = 0 and £0 = N are in one-to-one correspondence with the 
various partitions of the integer N. This demonstrates the identity (14.144). 
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Table 15.1. States in the lowest grades of the su(2). 
module L(I.oj' 

Lo m su(2) 
-2 -1 0 1 2 decomposition 

0 1 (0) 
1 1 1 (2) 

2 1 2 1 (2)+(0) 
3 2 3 2 2(2)+(0) 
4 3 5 3 1 (4)+2(2)+2(0) 
5 5 7 5 1 (4)+4(2)+2(0) 
6 2 7 11 7 2 2(4)+5(2)+4(0) 

For the construction of the module L[O,I], with highest weight state eicp(O)/.J210) 
(i.e., AI = I), the procedure is similar. We consider again states of the form 
(15.236) with now 

(15.240) 

and p still living in the root lattice (i.e., the eigenvalue p has been shifted by WI). 
The action of Lo is then 

1 00 1 
LoIP'; {nd) = [- + m2 - m + Lknk] l.J2m + ,r,;-; {nil) 

4 k=1 v2 
(15.241) 

There are two states of lowest energy, with Lo eigenvalue ~; they both have all 
ni = 0 and they are distinguished by their value of m, which can be 0 or 1. The 
number of states and their su(2) decomposition at the first few values of Lo are 
given in Table 15.2. 

For these two representations, the vertex construction leads to a simple 
expression for the characters. Using 

(15.242) 

with 

q = e21rir (15.243) 

the characters read 

X[I-).,,).,j(Z; r) = l1(q)-1 L qm2xm (15.244) 
meZ+).1/2 

Their specialized forms, obtained by setting Z = 0, are exactly the extended 
characters of a free-boson theory compactified on a circle of radius R = ~ 
(compare with Eq. (10.233». This is actually the only value of R that leaves both 
the generators and the primary fields invariant under qJ ~ qJ + 27rR. 
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Table 15.2. States in the lowest grades of the su(2)1 module 
L[o.I)' 

Lo m su(2) 
-2 -1 0 1 2 3 decomposition 

1 1 (1) 4 
5 1 1 (1) 4 
9 1 2 2 (3)+(1) 4 
13 1 3 3 1 (3)+2(1) "4 
17 2 5 5 2 2(3)+3(1) "4 
21 3 7 7 3 3(3)+4(1) "4 
25 1 5 11 11 5 (5)+4(3)+6(1) "4 

15.6.3. Generalization: Vertex Representations of 
Simply-Laced Algebras at Level 1 

657 

The above construction has a natural generalization for all simply-laced algebras, 
where to every simple root we associate an independent free boson q;i, with 

q;i(Z)qI(W) '" -8i; In(z - w) 

The Cartan currents are 

For the other generators, the natural guess is 

with l5 

£IX (z) = eiIX'<P(z) 

r 

a· q; = Laiq;i 
i=1 

(15.245) 

(15.246) 

(15.247) 

(15.248) 

(This almost works, but since this is not the final story, we have put a tilde over 
EIX.) For a simply-laced algebra, lal2 = 2 for all roots a; the dimension of all the 
£IX'S is thus 1. This vertex has the right OPE with Hi: 

Hi(z)£IX(w) '" ai£IX(w) 
z-w 

15 We recall that upper indices refer to eigenvalues in the Cartan-Weyl basis. 

(15.249) 
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For the product £a and £P, proceeding as for E+(z)E-(w) in Eq. (15.232), we 
find 

£a(z)£P(w) '" (z - w)(a,P)£a+p(w) + (z - w)(a,PH a . iOf{J £a+p(w) + ... 
(15.250) 

Singular terms can appear only if (a, fJ) = -1, in which case a + fJ is a root (i.e., 
a + fJ =1= 0), or if (a, fJ) = -2, which means that fJ = -a. When (a, fJ) = -2, 
Eq. (15.250) yields the expected result 

- - 1 a·H 
Ea(z)E-a (w) '" + --

(z -w)2 z-w 

and when (a, {J) = -1, it gives 

£a+P 
£a(z)£P(w) '" -­

z-w 

(15.251) 

(15.252) 

This may seem right at first sight. However, we note that the interchange of £a(z) 
and £P(w), with Z ~ w, should leave the result invariant, but that is not the 
case here since the simple pole picks up a minus sign. The cure is to introduce a 
correction factor Ca to compensate for the extra sign: 

£<X(z) = ca£a(z) (15.253) 

Ca is an operator acting on the Fock space and it depends only upon the momentum 
part of the free-boson zero modes. Explicitly, if the mode expansion of qJ is written 
in the form (cf. Eq. (6.54» 

where in particular 

j 

q}(z) = i/ - ipi lnz + i L an z-n 
nf:.O n 

r~ ~k] '" IJ' , q = -lojk 

(15.254) 

(15.255) 

then Ca = ca(jJ). As a result, when ca(fJ) passes over a vertex, its argument is 
shifted: 

eia''''cp(fJ) = cp(fJ - a)eia.", 

To have all signs right in the OPE, we thus need 

ca(fJ)cp(fJ - a) = (_l)(a,p)Cp(fJ)ca(fJ - fJ) 

Furthermore, in order to obtain a closed algebra, we also require that 

ca(fJ)cp(fJ - a) = E(a,{J)ca+p(fJ) 

(15.256) 

(15.257) 

(15.258) 

with E(a, {J) = ±1.16 We now present a simple solution to these conditions. For 
a,fJeQ, 

(15.259) 

16 The following result is used here: for simply-laced algebras, the constants Na.fJ that appear in 
Eq. (13.11) are equal to ±l. 
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we introduce the product 

a * fJ = L nimi(ai, ai) 
i>i 
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(15.260) 

Now we denote by p = (pI, ... ,pr) the eigenvalues of (pI, ... ,fO. First we 
consider the basic representation (i.e., with highest weight Wo). In that case, con­
sistency forces p to lie in the root lattice Q. This makes the following definition 
sensible 

(15.261) 

Since a * fJ E Z and lail 2 = 2 for all i, it is easy to check that Eq. (15.257) is 
satisfied, and that further 

(15.262) 

As indicated in Ex. 15.19, E(a, fJ) is a ~-valued two-cocycle. 
For the other level-l representations, the highest weight is a fundamental weight 

Wi with unit comark. For these representations, the p eigenvalue must lie in Q + Wi. 
This requires a slight modification of the correction factor, namely 

ca(P) = (_l)<P-wi)*a (15.263) 

The quantum equivalence between the theory of r free bosons and the (simply­
laced) gl WZW model can again be established directly at the level of the energy­
momentum tensors. For the WZW model, it reads 

T(z) = 2(11 ) {4:(H iH i )(Z) + L [(EE-a)(z) + (E-aE)(Z)]} 
+g, a>O 

(15.264) 
The evaluation the first regular term in the OPE Ea(z)E-a(w) shows that the 
second member in the r.h.s. of the above equation is equal to 

L (a· H)2 = ~Hi(Laiai)Hi =gHiHi8ii =g H· H (15.265) 
ae~+ ae~ 

For the last equality we have used Eqs. (13.180) and (13.184). This readily implies 
that 

1 1 . . 
T(z) = Z(H . H)(z) = -Z(&P'&P')(z) (15.266) 

as expected. The equality of the corresponding central charges is a consequence 
of the identity 

dimg=r(g+l) (15.267) 

valid for simply-laced algebras. 
For nonsimply-Iaced algebras, the situation is more complicated due to the 

presence of short roots. For these, the operators e±ia.tp have conformal dimension 
~. To produce an operator of dimension 1, we must multiply it by a free fermion. 
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For instance, a vertex representation of the Br algebra requires r bosons and one 
fermion. 

For k > I, vertex representations still exist. The level-k Cartan generators 
can be represented by Hi = iv'karpi. We then expect that E±a will contain the 
piece e±iaorp/..Jk, which indeed reproduces the OPE Hi(z)E±a(w). However, this 
vertex operator has dimension laI2/2k. In order to build a spin-l current, it has 
to be combined with a field of spin 1 - laI2/2k. This representation requires 
thus the introduction of fields that are neither fermions nor bosons (the so-called 
parafermions). We will not pursue this matter, and consider instead a third type of 
free-field representation, whose field content is level independent. 

§15.7. The Wakimoto Free-Field Representation 

We now tum to the generic free-field representation of affine Lie algebras. This is 
the starting point for a systematic analysis of WZW models, which parallels the 
Coulomb-gas description of the Virasoro minimal models. 

15.7.1. From the su(2) Monomial Representation to the 
Affine Case 

The free-field representation to be introduced presently can be regarded as an affine 
extension of the monomial representation offinite Lie algebras. For su(2), the spin­
j irreducible representation is spanned by the 2j + 1 monomials {1,x,x2, ••• ,x2i} 
in some complex variable x. In this basis, the Chevalley generators are represented 
as 

a 
eo= -ax 
ho = 2j -2x~ 

ax 
j: 2. 2 a 
10 = IX -x ax 

and their action on the monomial xi- m , representing the state Ii, m), is 

eoXi-m = (j _ m)xi- m- 1 

h~-m = 2mxi- m 

foXi-m = (j + m)xi-m+1 

(15.268) 

(15.269) 

In view of constructing a Fock space, the operators x and a/ax can be interpreted 
as creation and annihilation operators denoted respectively by -Yo and (Jo, with 
[Yo, fJo] = 1. In addition, we introduce a pair of canonical variables p, q with 
commutation relation IP, q] = -i. A Fock space can be constructed by the repeated 
application of the creation operator Yo on the vacuum state IF; 0). This vacuum 
state is characterized by its momentum eigenvalue p, which takes its ovalues in the 
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weight lattice (i.e., p = 2jWl ~ .J2j), and its property of being annihilated by fJo. 
Henceforth, with (x, a/ax, 2j) replaced by (-Yo, fJo, .J2p), the above relation for 
the generators reads 

eo = f30 

ho = .J2p + 2Yof30 

fo = --Ji p Yo - Y~fJo 

When supplemented with the singular vector 

fgi+l~; 0) = 0 

(15.270) 

(15.271) 

the Fock space is equivalent to the representation space of the spin-j module of 
su(2). 

We consider the affine extension of this representation. In the same way as the 
finite Lie algebra generators correspond to the zero modes of the affine generators, 
we interpret the set of operators {Yo, f3o,p,q} as the zero modes of appropriate 
free fields and replace these zero modes by the corresponding fields. In this way, 
the operators Yo and fJo are transformed into bosonic ghosts fJ(z) and y(z) (of 
respective spins 1 and 0) (cf. Sect. 5.3.3) 

with 

fJ(z) = L f3nz-n- 1 y(z) = L YnZ-n 
n 

1 
y(z)fJ(w) "-" --

z -w 

n 

(15.272) 

(15.273) 

Similarly, the conjugate variables q and p are identified with the zero modes of a 
free-bosonic field qJ(z), whose mode expansion takes the form (cf. Eq. (6.54» 

qJ(z) = q - ip lnz + i L an z-n 
n;o"O n 

The commutator [q,p] fixes the normalization of the OPE to be 

qJ(z)qJ(w) "-" -In(z - w) 

(15.274) 

(15.275) 

The affine extension consists in replacing p by iaqJ/a+, where a+ is some multi­
plicative factor to be fixed below. This process yields the following candidate for 
the SU(2)k currents in the Chevalley basis 

e(z) = fJ(z) 

- i.J2 
h(z) = -aqJ(z) + 2(yfJ)(z) 

a+ 

- -i.J2 
fez) = --(aqJY)(z) - (fJ(yy»)(z) 

a+ 

(15.276) 
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where the tilde reminds us of their tentative character. Of course, as for the zero 
modes, the products are normal ordered. The OPE of h(z) with itself is 

h(z)h(w) '" 2(a::;2 - 2) 
(z - W)2 

(15.277) 

In order to reproduce the desired factor 2k on the numerator (the 2 because we are 
in the Chevalley basis), we must set 

2 1 
a =--

+ k+2 
(15.278) 

~ext, calculating the OPE of e(z) with f( w), we find the correct first singular term, 
h(w)/(z -w), but the central term is missing. To cure this, we add an extra term in 
f(z), proportional to ay (the proportionality factor is easily found to be -k). Such 
a term could not have been predicted from the finite representation since its zero 
mode contribution vanishes. The correct form of the currents is thus 

e(z) = fJ(z) 

i../2 
h(z) = -acp(z) + 2(yfJ)(z) 

a+ 

-i../2 
f(z) = --(a~y)(z) - kay - (fJ(yy»(z) 

a+ 

and the full set of OPEs reads 

2k 
h(z)h(w) '" ( )2 

z-w 

h(z)e(w) '" 2e(w) 
z-w 

h(z)f(w) '" -2f(w) 
z-w 

k h(w) 
e(z)f( w) '" ( )2 + --

z-w z-w 

(15.279) 

(15.280) 

This shows that the currents in Eq. (15.279) are indeed SU(2)k generators. The 
representation (15.279) is usually referred to as a Wakimoto representation. 

Here again, it is possible to check, at the level of the energy-momentum ten­
sor, the equivalence with a theory of free fields. With the (by now familiar) 
rearrangements 

«yfJ)acp) = (acp(yfJ» = (acp(fJy» = (fJ(a~y» 
«yacp)fJ) = (fJ(ya~» + a2~ 
«yfJ)(yfJ» = (fJ(fJ(yy») + (afJy) - (fJay) 

«fJ(yy»fJ) = (fJ(fJ(yy») + 2(afJy) + 2(fJay) 

(15.281) 
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the Sugawara energy-momentum tensor becomes 

T = 2(k ~ 2) [~(hh) + (ef) + (fe)] 

= -(fJay) - ~(acpacp) - ia+ a2rp 
2 ,.fi 
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(15.282) 

If we express the free-boson part of the energy-momentum tensor as in Chap. 9 
(cf. Eq. (9.30»: 

(15.283) 

(the tilde over ao is designed to avoid confusion with a simple root), we see that for 
the bosonic field, there is a nonzero background charge -a+/2. The contribution 
to the central charge of each term in the total energy-momentum tensor is 

2 2 -2 3k 
C = + 1 - <lao = k + 2 (15.284) 

whose sum reproduces the Sugawara central charge. 

15.7.2. SU(2)k Primary Fields 

We now tum to a descripti,on of the primary fields for the su(2)k WZW model. From 
the su(2) monomial basis, we expect the spin-j irreducible vacuum representation 
to be spanned by the 2j + 1 monomials (_y)i-m. However, in order to have a 
nonzero conformal dimension (and actually, the correct su(2) spin as probed by 
the affine generators), it must be accompanied by a vertex operator. We recall that 
for a free boson with a background charge ao, the dimension of the vertex eia'P is 
a212 - v'2aao. To reproduce the conformal dimension (15.104), we require 

a 2 aa+ j(j + 1) 
'2+ ,.fi= k+2 (15.285) 

which fixes a to be 

(15.286) 

The primary field of finite weight 2jw\ at level k is then ei../'iia+'P and successive 
OPEs with the field f(z) generate the fields 

~i.m == (_yy-mei..f'i.ia+'P 

The action of the currents on ~i.m is 

f(Z)~'m(w) "" (j + m)~i.m-\(w) 
}. z-w 

h() () 2m~i.m(w) z ~i.m w "" ---'-'-'-­z-w 

(')A.. () (j-m)~i.m+\(w) 
e Z 'f'/'m W "" . z-w 

(15.287) 

(15.288) 
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15.7.3. Calculation of Correlation Functions 

Since the Wakimoto representation provides the simplest way of evaluating 
correlation functions, we outline the calculation procedure for the SU(2)k case. 

We recall that in the Coulomb-gas formalism, for calculating correlation func­
tions, it proves convenient to introduce a dual description of the fields: a vertex 
operator Va = ei ..J2a I{J is equally well described by the dual vertex Va == V2iio- a' 
Hence the two-point correlation function (Va Va) = (Va V 2iio-a) satisfies the charge 
neutrality condition. 

The first step in the SU(2)k WZW model is to find the analogue of this dual 
description for the primary fields lPj,m' A simple calculation shows that 

(15.289) 

with 

s = -k-l (15.290) 

has dimensionj(j + 1)/(k + 2). Moreover, the OPE 

e(z)4>j,j(w) "-' 0 

h(z)4>' '(w) "-' 2j4>j,j(W) 
1,/ Z-W 

(15.291) 

indicates that it also transforms as the highest weight of a spin-j representation. 
4>j,j is uniquely determined by these requirements (cf. Ex. 15.22). The two-point 
correlation function is reproduced provided we project out (Le., ignore) the extra 
fJs factors: 

- 2' 2' (lPj,-j(z)lPj,j(W» "-' (y I(Z)fJ '(W»(Va+j(Z)Va+(-s-j}(w» 
c (15.292) 

(Z - W)2j(j+I)/(k+2) 

where C is a constant. The different 4>j,m 's are obtained by successive applications 
of f(z) on 4>j,j. 

The dual of the vertex operator part of lPj,j is found to be 

(15.293) 

From the example of the two-point function, we see that the Coulomb-gas charge­
neutrality condition (i.e., Li ai = lao) is now replaced by the requirement 

(15.294) 

where s is the difference between the number of fJ and y factors: 

S = #fJ - #y (15.295) 

It is left as an exercise (see Ex. 15.23) to verify that the above prescription repro­
duces the SU(2)k three-point functions (in which one of the fields is represented by 
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its dual). For four-point functions, as in the Coulomb-gas formalism, a screening 
charge is required. This is the integral of a dimension-1 field that commutes, up to 
a total derivative, with the three current generators. Such a field is easily found to 
be: 

since it satisfies 

e(z)V+(w) ~ 0 

h(z)V+(w) ~ 0 

(15.296) 

(15.297) 

The method for calculating four-point functions with proper insertions of screening 
charges is then essentially the same as for Virasoro primary fields and it will not 
be detailed. 

15.7.4. Wakimoto Representation for SU(3)k 

We now consider the generalization of the Wakimoto free-field representation to 
the su(3) case. 

The finite-dimensional description of the su(3) states requires three variables 
X),X2, and X3, one for each positive root (with X),2 associated with a),2, and X3 

with a) + a2). We can start by looking at the simplest possible form for the raising 
operator e~ satisfying the commutation relations 

with e~ = a/aXj + .. '. A simple solution is 

3 a 
eo=­

ax3 

(15.298) 

(15.299) 

By searching for the Cartan generators h~ in the form CjjXja/axj + aj . p, for some 
constants Cjj and p = (p), P2), we readily find 

(15.300) 
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The lowering operators are now completely determined by the remaining 
commutators: 

.1"1 a 2 a a 0 
10 =al ·PXI -X3- -xI - -Xlx3- +XIX2-

(}x2 (}xl (}x3 (}x2 

2 a 2 0 
(0 = a2 . P X2 + X3 - - X2-

aXI (}x2 

.1"3 0 
10 = (al +(2) ·P X3 - a2 ·PXIX2 -XIX3-

(}xl 

a 2 a 2 a 
-X2X3- -X3- +XIX2-

(}x2 (}x3 aX2 

(15.301) 

With this choice of basis, the states are generated by monomials of the form x~~x~ 
with r + t ::: al . P and s ::: a2 . p. It is easily verified that when the bounds are 
saturated, the action of Ii on such monomials vanishes. 

With the relabeling Xi -+ -'10, a/(}xi -+ p&. and the replacement 

. . .. i . 
(110, ffo,pj) -+ (y'(z), P'(z), -aqJ(z» 

a+ 
(15.302) 

with 

a(/(z)aqi(w) '" - (z ~i:V)2 i,j = 1,2 

yi(Z)pi(W) '" ~ i,j = 1,2,3 
z-w 

(15.303) 

we lift this representation to a representation of the full affine Lie algebra. up to 
a finite number of terms of the form ynay (for some power n) in Ii. which are 
uniquely determined by forcing the OPEs to reproduce the Su(3)k algebra. The 
final result is (cf. Ex.15.26): 

el = pi 
e2 = p2 _ yl p3 

e3 = p3 

i hi = -at . arp + 2yl pi _ y2p2 + y3 p3 
a+ 
i 

h2 = -a2 . arp - yl pi + 2y2 p2 + y3 p3 
a+ 

(15.304) 

i 
(I = --al . Orp yl _ kayl + y3p2 _ ylyl pi + yly2p2 _ yly3p3 

a+ 

(2 = _ ...!..-a2 . Orp y2 _ (k + 1)oy2 _ y3 pi _ y2y2 p2 
(l+ 

f 3 i 3 i 12k 3 I 2 = --Cal + (l2)· arp y - -(l2 . Orp Y Y - ay - (k + 1)y oy 
(l+ (l+ 
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where now a~ = lI(k + 3). Here, in order to lighten the notation, we have omitted 
the parentheses indicating the normal ordering, but these are understood, with the 
usual nesting toward the right. We note further that since the bosonic fields are 
orthogonal, the scalar products are naturally evaluated in the orthonormal basis, 
where 

(15.305) 

15.7.5. Generalization 

Representations similar to those described for su(2) and su(3) exist for any finite 
Lie algebra: it requires I L\+ I variables Xa and r pairs of conjugate variables Pi, qi. 
For the Fock space construction, we also need vacua that are eigenstates of Pi and 
annihilated by the modes f3n~o and Yn>O. The passage from the finite Lie algebra 
representation to the free-field representation is done in the general case exactly 
as in the above two examples. Although this will not be proven in full generality, 
the Sugawara form of the energy-momentum tensor can be reduced to that of the 
corresponding free fields, as 

T = -~(ikp. ikp) - ia+p' fif{) + L (Yaf3a) 
aE~+ 

where the generic expression of a+ is 

and 

2 1 a ---
+ - k+g 

.. ~ij 
af{)'(z)aql(w) ~ - ( )2 

Z-w 

~aa' 
Ya(Z)f3a'(W) '" -'­

Z-W 

(15.306) 

(15.307) 

(15.308) 

We will be content here with a simple "numerical" check, at the level of the central 
charge. The respective contribution of each term in the above expression of T is 

(15.309) 

By using the Freudenthal41e Vries strange formula (15.121) and the obvious 
equality 

(15.310) 

we see that these terms add up to the expected value of c, namely k dim gI(k + g). 
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Appendix IS.A. Normalization of the Wess-Zumino 
Term 

In this appendix, we demonstrate that the ambiguity in the Wess-Zumino term 

-i 1 ~r - - d3 T I (--laa---1a,B---la y -) - 24 Y Ea,By r g gg gg g 
rr S3 

(15.311) 

is an integer multiple of 2rri. It is sufficient to focus on a SU(2) subgroup of the 
symmetry group G.17 We take a point y E S3 (assumed to be of radius 1) to be 
parametrized by the variables yO,I,2,3 satisfying (y0)2 + (yi)2 = 1 and introduce 
the uniform map 

(15.312) 

appropriate to the su(2) lowest-dimensional representation: here the O"s are the 
usual Pauli matrices 

( 0 -i) 
0'2 = i ° (15.313) 

The index of the su(2) fundamental representation (cf. Eq. (13.133» is: 

dim IWt!(WI, 3wl) 1 
X"'I = 2 dim [su(2)] = 2 

(15.314) 

so that 

(15.315) 

The uniformity of the map allows us to evaluate the integrand at one particular 
point, say yO = 1 and all yi = 0, where it is 

(15.316) 

Since 

(15.317) 

the anticipated result follows: 

~r=2m (15.318) 

Here we have considered a situation in which the physical space S3 is mapped 
once onto the group 8U(2), itself topologically equivalent to S3. The n-th power 
of this application would have described n coverings of S3 by S3, affecting ~ r by 
an extra multiplicative factor n. 

The argument fails when G has no 8U(2) subgroup, namely for 80(3). That 
case can be dealt with easily by noticing that 80(3) is like SU(2), but with a 

17 This relies on a theorem of Bott, which states that any continuous mapping of S3 into a general 
simple Lie group G can be continuously defonned into a mapping of S3 into an SU(2) subgroup of G. 
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short root, so that 101 2 = 1. Referring to Eq. (15.216), we see that the index of the 
representation is proportional to 111012• Hence for 50(3), 8r = rri. 

Exercises 

15.1 Classical aspects ofWZW models 

a) Derive explicitly the equations of motion for the gk WZW model, obtaining first 
Eq. (15.23). 

b) Derive the classical energy-momentum tensor in terms of the currents (15.34). 

15.2 Polyakov-Wiegman identity 
Writing the action (15.33) as S(g), show that 

S(gh- I ) = S(g) + S(h- I ) + !:...- !tfx Tr' (g-lazgh-1azh) 
211' 

which makes manifest the invariance property (15.29). 

15.3 Sugawara construction in terms of modes 
Verify the Sugawara construction directly at the level of modes, that is, check that the Ln 's 
given by Eq. (15.64) satisfy the Virasoro algebra with central charge (15.61), where the 
commutation relation for the current modes is given by Eq. (15.45). 

15.4 Normalization of the energy-momentum tensor in the Sugawara construction 

a) Given that Ja is a primary field of conformal dimension I, which translates into 

obtain the value of y in 

Ln = y EE :J::'J~_m: 
a m 

simply from the application of Jf L_I on a state It/h) satisfying Eq. (15.83). 

b) Similarly, obtain the central charge by evaluating the norm of L_2 10), first using the 
Virasoro commutation relations and then using the expression of L-2 in terms of the affine 
modes. 

15.5 Action of the Kk outer automorphism on the energy-momentum tensor 
Find the action ofthesu(2)k outer automorphism a on the Sugawara Virasoro modes. Note 
that on the affine generators, this action is (see the end of Sect. 14.2.2): 

(15.319) 

15.6 Generalized Sugawara construction 

a) Show that the following deformed Sugawara construction 

T=E{ 1 (rr)+paar} 
a 2(k + g) 

where the ~ are some constants, still defines an energy-momentum tensor. Calculate the 
corresponding central charge. 
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b) In its full generality, this construction is not physically interesting. Why? For the relevant 
specialization, the constants pa are nonzero only for the generators of the Cartan subalgebra: 

T = Tsug +piaHi 

Evaluate the change in the conformal dimension of primary fields induced by this 
modification. 

15.7 Current four-point function 
Calculate the current four-point function (Ja(ZI).Jb(Z2).JC(Z3).Jd(Z4»' 

15.8 Ward identities and the Knizhnik-Zamolodchikov equation 
Show that the Knizhnik-Zamolodchikov equation (15.99), with Eq. (15.91) expressing the 
global G invariance of the correlation functions, implies the projective Ward identities 
(15.90). 

15.9 Integrability of the Knizhnik-Zamolodchikov equation 
Check the integrability condition of the Knizhnik-Zamolodchikov equation, i.e., that 

[aZi' aZi] = 0 

when evaluated on a correlation of primary fields. This integrability condition is equivalent 
to the infinitesimal braiding relations: 

for i, j, k, I all distinct, where here Aij = ti ® tj. 

15.10 The SU(N)k Knizhnik-Zamolodchikovequation 

a) Derive the i = 2,3, 4 analogue ofEq. (15.152) and show that the resulting equations are 
not independent. 

b) Work out the details of the derivation of the F I and F 2 solutions. 

c) Verify that the normalization used for the F2 solutions makes the correlation function 
(15.188) compatible with 

(g(Z,Z)g-I(O,O» = (zi)-lh 

d) Determine the leading behavior of the correlation function (15.188) in the limit x ~ 00. 

Identify the contribution of the conformal blocks of fields with finite weights 2wI and Wl. 
(The corresponding conformal dimensions will then have to be determined.) 

15.11 SU(N)k correlators and complexfreefermions 

a) Write down explicitly the correlation function (15.188) for k = 1. Redefine each field 
g(z, z) by a free-boson vertex, that is 

f(z,z) = eiPtf>{Z.i)g(z,z) 

and find the expression for the correlation function iff-If-If>. 

b) Find the representation of the field f in terms of the complex free fennions described in 
Sect. 15.5.6, and fix the value of p. (To fix the fermionic dependence of g(z, z), and thereby 
f, force the OPE of the currents with g(z, z) to be of the form (15.76). The parameter pis 
fixed by the dimension.) 

c) Recalculate the correlator of four f -fields in terms of complex free fermions and compare 
with the result of part (a). 
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15.12 The su(2). four-point correlation andfree boson 
Compare the correlation function (15.188) for the su(2). case with that obtained from the 
vertex representation of Sect. 15.6. 

15.13 The so(N). Knizhnik-Zamolodchikov equation and realfermions 

a) Calculate the correlation functions for four fields in the defining (w.) representation of 
so(N) .. by solving the Knizhnik-Zamolodchikov equation. 

b) Compare the result with the correlation function calculated in terms of the free-fermion 
representation of Sect. 15.5.2. 

15.14 Free-fermion representation ofso(N)g 
Verify that real free fermions transforming in the adjoint representation of so(N) realize 
the OPE (15.43) for k = g. Consider 

r(z) = p Lj"abc(t/lbt/lc)(Z) 
b,c 

for some constant p, and check the equivalence with a theory of ~ N(N - 1) free fermions. 

15.15 Free-fermion representation ofsu(2h 

a) In terms of three real fermions, construct explicitly the operators E+ ,E- , and H satisfying 
the level-2 version ofEq. (15.232). (Hint: Introduce t/I± = t/I. ± it/l2)' 

b) Write down all possible states that can be obtained from three sets of Neveu-Schwarz 
fermionic modes, up to grade Lo = 2, and decompose them into irreducible representations 
of su(2). Display their relationship through the action of the modes of the current. Verify 
that the states at integer grades build up the module ~2.0) whereas those at half-integer 
grades build up LIO•2). 

c) Find another representation of the SU(2)2 current algebra, in terms of a free fermion and 
a free boson. 

15.16 SU(2)2 characters from the free-fermion representation 
Given that su (2)2 can be represented by three fermions (cf. Ex. 15.15), obtain the characters 
of the irreducible representations. Hint: Proceed as in the so(N). case, and start from the 
partition function 

Z ex .E Z~ (15.320) 
v=2.3.4 

with Zv defined in Eq. (15.211). 

15.17 Decomposition of the irreducible su(2). representations into an infinite number of 
Virasoro irreducible modules 
In terms of the Vrrasoro irreducible characters ate = 1, which are (cf. Ex. 8.3): 

if' 
Xh(q) = 1J(q) 

, qn2/4 _ q(n+2)2/4 

Xh(q) = 1J(q) 

show that the specialized su(2). characters (15.244) can be expressed as 

XI.-A).A,)(r) = .E (2m + l)X;"2(q) 
m>O 

meZ+1.1/2 
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This illustrates neatly the reducibility of affine Lie algebra representations in tenns of an 
infinite number of Virasoro irreducible representations, or, equivalently, that there is an 
infinite number of Virasoro primary fields in c ::: 1 theories. 

15.18 SU(3)1 modules from the vertex representations 
In the framework of the vertex representation, construct all the states 

111; In)!)}, In?)}) 

with LtJ < 3 in the SU(3)1 modules L[I.O.Oj and L[O.I.Oj; at each grade, organize the states into 
su(3) irreducible representations. 

15.19 Cocycles 
Using Eq. (15.258). evaluate the product 

ca(P - P - Y}cfJ(P - Y}cy(p) 

in different orders and show that 

E(a, p)E(a + p, y) = E(P, Y)E(a, P + y) 

This is the characterizing property of a two-cocycle. 

15.20 Sugawara form of L-l 
In the su(2) spin basis, the expression for L-l is 

1 
Ll = k+2(~I.Tg+J~IJO+J=IJt) 

a) .using the free-boson representation at level 1. verify that the action of-the r.h.s. on 
e±·VJ{z)/..!i is indeed the same as Oz. 

b) Generalize the computation to an arbitrary level k. by using the Wakimoto representation 
and by considering the action on a primary field !/Ji.m' 

15.21 Bosonic version of the Wakimoto representation 

a) Verify the following ghost bosonization: 

P = iav e-u+iv Y = eu - iv 

where u and v are standard free bosons 

u(z)u(w) ~ -In(z -w) v(z)v(w) ~ -In(z - w) 

b) In tenns of the three bosons u, v. and rp. show that the currents and the energy-momentum 
tensor become 

e(z) = iav e-u+iv 

i..ti 
h(z) = - fJrp + 2fJu 

a+ 

f(z) = [ -!~ fJrp - (k + 2)fJu + (k + I)avJ eu- iv 

T(z) = -!(fJrporp) - -ia+ o2rp - !(fJufJu) - !ifu - !(avav) + ~ifv 
2 ..ti 2 2 2 2 

(Warning: The nonnal-ordered product (Py) must be understood as follows: 

PY = «iave-u+iv)eu-iv) = (iav (e-u+iveU-iV» + .,. = iav + ... 
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where the dots stand for terms resulting from the necessary rearrangements.) 

c) Consider the vertex operator 

V(a,b,b') = eia'i'-bu+ib'v 

673 

What is its conformal dimension? Calculate the most singular term of its product with the 
currents and find the values of the constants a, b, and b' for which such vertex operators 
generate an irreducible spin-j representation. 

15.22 Dual SU(2)k fields 

a) Argue that Eq. (15.289) is the only possible choice for the dual of the field CPj,j. 

b) Find the explicit expression of ibIl2,-1/2' 

15.23 SU(2)k three-point correlation functions 
Show that the three-point function of SU(2)k fields are appropriately reproduced by the 
Wakimoto free-field representation, when the correlation is evaluated under the form (cpcpib> 
by projecting out extra factors PS(cf. Sect. 15.7.3). 

15.24 A second SU(2)k screening field 
For the SU(2)k WZW model in the Wakimoto representation, test the following candidate 
screening field 

v _ = p-k-2ei.r2a+(k+2) 'i' 

Prove that V + and V_exhaust the possibilities for screening fields. 

15.25 Screening operators 
Show that the operator e-i v'2q , for the representation (15.270) of the su(2) generators, is the 
finite analogue of the screening field V + defined in Eq. (15.296). Find the two analogous 
operators for su(3) and their affine extension. 

15.26 SU(3)k Wakimoto representation 

a) Verify that Eq. (15.304) yields the correct SU(3)k current commutation relations. 

b) Check that for this SU(3)k representation, the energy-momentum tensor can be brought 
into the form (15.306). 

15.27 Generators of the Cartan subalgebra in the Wakimoto free-field representation For 
a general algebra g, the Wakimoto free-field expression of the Chevalley generators of the 
Cartan subalgebra is 

with a~ = lI(k + g). Check that these are genuine primary fields of dimension 1 with 
respect to the energy-momentum tensor (15.306), and calculate the OPE hi(z)hi(w). 

Notes 

The sigma model (15.1) was solved exactly by Polyakov and Wiegman [299]. Its property of 
asymptotic freedom, akin to QCD, was a partial motivation for its study. The Wess-Zumino 
term was first introduced in a four-dimensional context by Wess and Zumino in 1971 [352]. 
Ten years later, Novikov [284] pointed out its multivaluedness, which forces the coupling 
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constant of such a topological term to be an integer for the quantum consistency of the 
theory. The topological theorem ofBott mentioned in App. 15.A can be found in Ref. [57]. 

The consideration of a Wess-Zumino term in the framework of the two-dimensional 
sigma model is due to Witten [359], who was also the first to notice the necessary asymmetry 
of the conserved currents lz andlz (cf. Eq. (15.17». In the same work, he derived the current 
algebra commutation relations canonically at the level of Poisson brackets, and presented 
the first evidence for the conformal invariance of WZW models by displaying, through a 
one-loop calculation, the vanishing of the fJ function. The model was further studied by 
Polyakov and Wiegman [300] who derived in particular the relation given in Ex. 15.2. 

The Sugawara construction goes back to the late 196Os, discovered independently by 
Sugawara [332] and Sommerfield [328]. However its correct quantum version, that is, the 
correct value of y in Eq. (15.49), was found somewhat later: by Dashen and Frishman [86] 
for su(N) at levell, and by Goddard and Olive [182], Knizhnik and Zamolodchikov [240], 
and Todorov [336] for the general case. (The method used in Ref. [240] is presented in 
Ex. 15.4.) This construction also appeared in mathematics (Ref. [326]). 

The study of the conformal aspects of WZW models was initiated by Knizhnik and 
Zamolodchikov [240]. They introduced key concepts such as WZW primary fields, the 
basic equation which bears their name and they calculated the su(N)1 correlation functions. 
Section 15.4 follows rather closely (but with much more detail) their presentation. (Actually, 
the Knizhnik-Zamolodchikov equation first appeared in Ref. [86].) This important work was 
extended by Gepner and Witten [172]. They elucidated the structure of the WZW primary 
fields and derived the constraints that follow from affine singular vectors. The works of 
Tsuchiya and Kanie [337] and Felder, Gawedzki, and Kupiainen [129] presented significant 
developments. 

The solutions of the Knizhnik-Zamolodchikov equation for the SU(2)k WZW model 
were obtained by Zamolodchikov and Fateev [365] and Christe and Flume [75]. 

The first free-fermion representation of a current algebra was found by Bardacki and 
Halpern in 1971 [25]. The quantum equivalence between the w(N)1 WZW model and a 
theory of N real free fermions was shown in Ref. [359], while the analogous statement for 
su(N)1 was proved in Ref. [240]. General conditions for the equivalence of the gk WZW 
model and a theory of free fermions were derived by Goddard, Nahm, and Olive [180]. 
Many aspects of Sects. 15.2-15.5 are covered in the book of Fuchs [148]. 

Vertex operators originated from string theory (see, for instance, the book of Green, 
Schwarz and Witten [187]). Their use in the representation of current algebras goes back 
to the work of Halpern [190] and Banks, Horn, and Neuberger [23]. This construction 
was generalized by Frenkel and Kac [137] and Segal [326]. Vertex representations for 
nonsimply-Iaced algebras were found in Ref. [181,43]. The cocycle construction presented 
here is taken from [187] and the construction of the su(2)1 representations follows [228]. 
Free-fermion and vertex representations are reviewed in Ref. [183]. 

The su(2) Wakimoto free-field representation spaces appeared in Wakimoto [345], and 
the Feigen-Fuchs-type construction is due to A.B. Zamolodchikov (unpublished). Further 
analysis of the Sit(2)k model can be found in Bernard and Felder [42] (in particular, the 
analysis of the BRSTcohomology). The generalization to higher-rank algebras was found by 
various groups (Refs. [125, 126,46,174,53,55]). Our presentation follows Refs. [174,55] 
for the most part. (Exercise 15.21 is taken from the first of these references.) The calculation 
ofthesu(2)k correlation functions was done by Dotsenko [108,109] (the second screening 
operator presented in Ex. 15.24 is mentioned in the second of these references and in 
Ref. [46]). 



CHAPTER 16 

Fusion Rules in WZW 
Models 

This chapter is mainly concerned with the calculation of fusion rules in WZW 
models. As in any rational conformal field theory, fusion rules can be calculated 
from the Verlinde formula, in terms of the modular transformation matrices S. For 
WZW models, all these matrices are known explicitly. However, working out a few 
examples is convincing enough that the Verlinde formula is not very convenient 
for explicit calculations. Indeed, the dimension of the matrix S grows very quickly 
with the level and the rank of the algebra. Nevertheless, the formula itself allows 
us to derive useful identities (which is done in Sect. 16.1), in addition to being the 
starting point for a more efficient approach: the affine extension of the character 
method used for the calculation of tensor products in finite Lie algebra. This method 
is described in Sect. 16.2. It leads to a very nice relation between tensor-product 
coefficients and fusion coefficients. The concept of quantum dimension, naturally 
related to the character method, is introduced in Sect. 16.3. 

Another method of calculating WZW fusion rules-historically the first tech­
nique to be found-amounts to implementing the vanishing of three-point func­
tions containing affine singular vectors. It leads to the so-called depth rule 
(Sect. 16.4). Although not very practical, this method leads to the useful con­
cept of a threshold level kg> , below which the coupling indexed by i is absent and 
above which it is always present. The knowledge of threshold levels and ordinary 
tensor-product coefficients suffices to fully determine the fusion coefficients. 

The depth rule boils down to a formula for threshold levels, but in terms of 
quantities difficult to evaluate. On the other hand, there is a very explicit approach 
to the calculation of fusion rules based on the idea that any coupling can be decom­
posed into a finite number of basic or elementary couplings, such that the threshold 
level of a given coupling is simply the sum of the threshold levels of the elementary 
couplings occurring in its decomposition. This method is described in App. 16.A. 
However, it is limited to the lower-rank algebras, namely those algebras for which 
the basis of elementary couplings can be described explicitly. 
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In Sect. 16.5, the interesting concept of fusion potential is introduced. It pro­
vides a framework in which fusion rule calculations are reduced to polynomial 
multiplications, subject to some constraints. These constraints are captured in the 
simple conditions that the derivatives of some function (the fusion potential) with 
respect to each variable (one for each fundamental weight) should vanish. 

In the final section, a remarkable quantum symmetry (with no classical, i.e., 
infinite-level, analogue) is exhibited. It relates theories whose level and rank 
are interchanged. The most spectacular manifestation of this duality is an exact 
equivalence between the fusion coefficients of the two models. 

At this stage, the importance of fusion rules should be clear. Not only do they 
give the structure of the operator product algebra, but, in theories with bound­
aries, they are closely related to partition functions. Subsequent developments, in 
particular the construction of modular-invariant partition functions presented in 
Chap. 17, will provide further applications. 

Finally, we stress that only diagonal theories will be considered in this chapter. 
We recall that in diagonal theories each primary field transforms in the same 
representation of g in both holomorphic and antiholomorphic sectors, and each 
integrable representation has multiplicity one. The naturalness of such a spectrum 
was already indicated in Sect. 15.3.5 and its modular invariance will be proved in 
Chap. 17. The necessity of this assumption reflects the intrinsically chiral nature 
of fusion rules. In a chiral sector, the unitarity of the S matrix requires each 
representation to be present. The whole presentation is further restricted to the 
holomorphic sector. 

Readers who are not interested in all the facets of fusion rule calculations 
may restrict themselves to the first two sections. The remaining sections are all 
independent of each other. 

§ 16.1. Symmetries of Fusion Coefficients 

We first recall that, in a rational conformal field theory, the fusion coefficient 
N<Pi ,<Pi .<Pk counts the number of independent couplings between the three primary 
fields lPi. (Pi, and lPk. This is equivalent to the mUltiplicity of the conjugate field 
lP'k in the operator product expansion of lPi(Z) with lPj(w). Indeed, the substitution 
of this OPE in the three-point function transforms it into a sum of two-point 
functions involving lPko which are nonzero only when the other field is lPz. The 
fusion coefficients can thus be described as the decomposition coefficients of the 
formal product x defined as 

lPi X lPj = LNMi<P'k lP'k 
<P'k 

Such a decomposition is known as a fusion rule. 

(16.1) 

For the WZW model with gk spectrum-generating algebra, we know that the 
primary fields correspond to the integrable representations i E P':r of gk' The 
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fusion rules thus take the form: 

(16.2) 

and the fusion coefficients can be calculated from the Verlinde formula: 

(16.3) 

where, as usual, 0 stands for kiho, the weight associated with the identity field. 
In this section, we derive simple properties of fusion coefficients, derived mostly 

from the Verlinde formula. In order to simplify the notation in the following, we 
omit the index k. 

We recall that the unitarity of S implies directly that 

(16.4) 

which means that the identity field is the neutral element of fusions. 
In Eq. (16.3), the lower indices of N)..jl ii are associated with S whereas the upper 

index is associated with S. Since 

(16.5) 

(cf. Eq. (14.232», this implies 

(16.6) 

where, as before, v* denotes the affine weight whose finite part v* is the weight 
conjugate to v. Hence, in WZW models as in any general conformal field theory, 
indices are raised and lowered by the (charge) conjugation matrix C = S2. 

We consider now the action of the outer automorphism group on fusion rules. 
For A E O(g), we have shown (cf. Eq. (14.255» that 

(16.7) 

Consequently, 

A(ii) ii 
NA()..)jl = N)..jl and (16.8) 

implying that 

(16.9) 

A similar argument leads to 

(16.10) 

of which a special case is 

(16.11) 
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Thus, the fusion rule of the field A(O) = kAWo with any field fL contains a single 
term, which is simply the field obtained by the action of A on fL. In other words, 
the fieldA(O) acts in fusion rules in exactly the same way asA does on the weights. 

On the other hand, if we replace fT by AfT in the summation (16.3}-which is 
perfectly justified, since whenever fT E ~, it automatically follows that AfT E 

~-wefind 

(16.12) 

For the fusion coefficient to be nonzero, the phase factor must necessarily be one, 
that is, 

(AWo,J.. + t.t - v) E.z (16.13) 

This translates into the condition 

J..+t.t-VEQ (16.14) 

where Q is the root lattice of g. We recall (cf. the analysis following Eq. (14.114» 
that we can write Q instead of QV because the mark associated with the dual of 
AWo is I, meaning that the corresponding root equals its coroot. It is certainly very 
natural to recover this condition, since it is also necessary for the nonvanishing of 
the corresponding tensor-product coefficient M/J. v. 

We now work out a simple application of the above results. We first calculate 
the fusion rules in the §O(2N + 1)\ model, for which the modular S matrix is 

S = - 1 1 -.J2 1(1 1 .J2) 
2 .J2 -.J2 0 

(16.15) 

with the ordering Wo, w\, WN (which are the only integrable representations at level 
one). A direct calculation using the Verlinde formula gives 

A sample calculation follows: 

WoxWo=Wo 

Wo x w\ =w\ 
Wo X WN = WN 

W\ X w\ =Wo 
w\ XWN =WN 

WN X WN = Wo + w\ 

s· ·S· .s... 1 1 
WN.l WN.l W"l = _ + _ + 0 = 1 

S· . 2 2 Wo.l 

(16.16) 

(16.17) 

The first three relations could have been written directly from Eq. (16.4). All others 
are consequences of the first three and of the relations (16.6) and (16.9). Indeed, 
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for the Br algebra, the only nontrivial outer automorphism a exchanges Wo and WI, 
without affecting WN. Therefore, from Wo x Wo = Wo anda2 = 1, we find 

(16.18) 

Similarly, we have 

(16.19) 

Finally, since C = I, 

(16.20) 

We already know that the rightmost fusion coefficient in the above formula is unity 
if a is Wo or W\. and this gives the last fusion rule in Eq. (16.16). 

We conclude this preliminary section with a general comment. Fields that act 
as permutations in fusion rules are usually called simple currents. A(O) is thus 
an example of simple current. For WZW models based on simple Lie algebras, 
it turns out that all simple currents are related to outer automorphisms, with a 
single exception at level 2 in the £8 model. Simple currents provide a way of 
defining the center of a rational conformal field theory as the set of elements that 
are dual to simple currents. The center of a WZW model is simply the center of 
the corresponding symmetry group. 

§16.2. Fusion Rules Using the Affine Weyl Group 

16.2.1. The Kac-Walton Fonnula 

We now derive a precise relation between tensor-product and fusion coefficients. It 
essentially follows from a straightforward affine extension of the character method 
for tensor products. But there is a shortcut: the simple connection that exists be­
tween fusion and tensor-product coefficients is actually rooted in the remarkable 
relation between ratios of elements of the modular S matrix and characters of in­
tegrable representations of the finite Lie algebra, evaluated at special points. This 
observation has already been recorded in Sect. 14.6.3. Its symbolic transcription 
is: 

(a) SaiL 
y. == - = XJL(~(1) 

JL Sao 

where the character is evaluated at the special point 

-21fi 
~(1 = -k-(a + p) 

+g 

(16.21) 

(16.22) 

There is a direct relation between the fusion and tensor-product coefficients since 
the y1a) satisfy the fusion algebra (cf. Sect. 10.8.3): 

(16.23) 
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This identity is easily verified by substituting the expression (16.3) for ~~) jj and 
AIL 

using the unitarity of S. The XIL(~a) satisfy the tensor-product algebra 

XA(~)xIL(~) = L NAILCPxcp(~) (16.24) 
cpEP+ 

When evaluated at ~ = ~a, the last expression must be equivalent to Eq. (16.23). 
We conclude that 

L Ni~) jjXv(~a) = L NAILCPXcp(~a) 
VE~ cpEP+ 

(16.25) 

A relation between Ni~) jj and NAIL v follows once the two summations are made 
comparable. The clue for this lies in the following observation. Any weight ({J in 
the fundamental chamber (defined by ({J E P +) can be mapped into a weight in the 
affine fundamental chamber (defined by v E P + and (v, 0) ::: k, i.e., v E ~) by an 
appropriate affine Weyl reflection. (This, of course, is not true for weights that lie 
on the boundary of ~. But in view of Eq. (14.173), these weights can be ignored: 
they have zero character.) Hence, for any ({J E P + not on the boundary of ~ (or 
a Weyl reflection thereot), there is aWE W and a v E P + satisfying (v, 0) ::: k, 
related by 

q; = W· V == w(v + p) - p (16.26) 

where as usual v and q; are the affine extension of v and ({J at level k. 
Denoting the finite part of q; = w· vas ({J = w· v, we can rewrite the right-hand 

side of Eq. (16.25) as 

L NAILCPXcp(~a) = L L NAlLw.vXw.v(~a) (16.27) 
CPEP+ jjE~ WEW 

W·VEP+ 

The replacement of IL by W . IL in the Weyl character formula (14.246): 

LWEW €(w)e{w{IL+PMa) 
Xi~a) = L ()e(WP.~a) (16.28) 

WEW€ W 

with w . IL + P = W(IL + p) and a redefinition of the summation variable, yield 

XWOIL(~a) = €(w)XIL(~a) 

This allows us to rewrite Eq. (16.25) in the form 

L Ni~)VXv(~a) = L ~ NAIL wov€(w)xv(~a) 
jjE~ jjE~ WEW 

WoVEP+ 

from which we obtain 

(16.29) 

(16.30) 

(16.31) 
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This is the Kac-Waltonformula. 1 

16.2.2. Algorithm for Fusion Rules 

The Kac-Walton formula leads to a simple algorithm for the calculation of fusion 
coefficients, which is a direct extension of the character method for tensor products 
(described in Sect. 13.5.1), in which the finite Weyl group is replaced by its affine 
extension. 

The procedure for evaluating the fusion rules i x jL for i, jL E ~ may be 
formulated as follows. We first add each weight J.t' of the representation J.t to A, 
and sets f{J = A + J.t'. Next, we construct the affine extension (jJ of f{J at level k. Then 
there are two possibilities: 
(i) (jJ can be reflected into the affine fundamental chamber, in which all Dynkin 

labels (including the zeroth one) are nonnegative integers, by the shifted action 
of the affine Weyl group. Hence, there is aWE W such that W . (jJ = v E ~. 
Then v gives a contribution E(W) to the fusion coefficient .N!~) v. 

AJl. 

(ii) (jJ is in the W orbit of some weight fixed under the shifted action of a simple 
reflection. This means that (Sjw) . (jJ = W . (jJ for some W E W and some 
Sj, i = 0, 1,···, r. Such weights are ignored: their characters simply vanish. 
In practical calculations, the algorithm is broken into two parts, the contribution 

of the finite Weyl group being first considered. In other words, in the first step 
we simply calculate tensor-product coefficients. Next, for a fusion at some fixed 
level k, we write the affine extension of every weight v occurring in the tensor 
product).. ® J.t. Those with a negative zeroth Dynkin label are reflected into the 
affine fundamental chamber by means of the shifted action of an element W of the 
affine Weyl group, whose rightmost part is now necessarily so. The result gives a 
contribution E( w) to the fusion coefficient. Furthermore, weights with Vo = -1 
are ignored since 

So· [-I,v] =so[O,v+p] - [l,p] = [-I,v] (16.32) 

so thatthe same weight would contribute with signatureSE(l) = 1 and E(SO) = -1. 
The same holds for all weights that can be reflected into a weight having -1 as 
one of its Dynkin labels. 

Consider for instance the su(3) fusion 

[k - 3,2, 1] x [k - 3, 1,2] (16.33) 

1 If tensor-product coefficients are defined for arbitrary weights by requiring that 

then the fonnula (16.31) can be simplified somewhat in that the restriction w . v E P + is no longer 
necessary. 
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The corresponding tensor product is easily evaluated by means of the Littlewood­
Richardson rule 

(2, 1)®(1,2) = (0,0)${0,3)$2(1, 1)$(1,4)$2{2,2)${3,0)${3,3)${4, 1) 
(16.34) 

We let k = 3, the lowest level for which the affine extension of the weights on the 
l.h.s. are integrable. The affine extensions of those on the r.h.s. are respectively 

[3,0,0], [0,0,3], 2[1,1,1], [-2,1,4], 

2[-1,2,2], [0,3,0], [-3,3,3], [-2,4,1] 
(16.35) 

The two weights [-1,2,2] are ignored. For the other integrable weights, we use 

So • i = i + p - {AO + 1)ao - p 

with 

ao = [2, -1, -1] and p = [1,1,1] 

to find 

So· [-2,1,4] = [-1,2,5] + [2,-1,-1] - [1, 1, 1] = [0,0,3] 

So· [-2,4,1] = [0,3,0] 

So· [-3,3,3] = [1,1,1] 

The complete fusion rule is then 

[0,2,1] x [0,1,2] = [3,0,0] + [1, 1, 1] 

This result is illustrated in Fig. 16.1. Similarly, at k = 4 we find 

(16.36) 

(16.37) 

(16.38) 

(16.39) 

[1,2,1] x [1,1,2] = [4,0,0]+[1,0,3]+2[2,1,1]+[0,2,2]+[1,3,0] (16.40) 

At k = 5, only the affine extension of (3, 3) is absent, whereas for k = 6, all 
weights appearing in the tensor product are also present in the fusion rule. 

In general, the sole action of So is not sufficient to transform nonintegrable 
weights with Vo < -1 into integrable ones. Take, for instance, the su(3) weight 
[-3,6,0]: 

So· [-3,6,0] = [1,4, -2] (16.41) 

while 

S2S0 • [-3,6,0] = [0,3,0] (16.42) 

An example of weight v that would be ignored in the present context, even though 
Vo < -1, is [-2,0,6], since 

So· [-2,0,6] = [0, -1,5] (16.43) 
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, , (1,4) (3,3) 
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Figure 16.1. The SU(3)3 fusion rule [0,2, 1] x [0, 1,2]. Weights are reflected with respect 
to the lines [-1,·, .], h -1,,], [', ,,-1]; weights sitting on those lines are ignored (circled 
dots correspond to weights with multiplicity 2). 

The Kac-Walton formula makes transparent a certain number of fundamental 
properties of fusion coefficients. First, we see that fusion coefficients reduce to 
tensor-product coefficients in the limit k -+ 00: 

1· • rlk) v A r v 
1m JV.'. = JVAIl­

k-..oo All-
(16.44) 

In that limit the affine fundamental chamber and the finite Lie algebra fundamental 
chamber become essentially equivalent. (To be more precise, here we consider the 
limit where k is large with respect to (A, e) and (v, e), such that only a small 
part of the affine fundamental Weyl chamber is probed.) In that case, there is no 
need for affine Weyl reflection. Second, that the fusion coefficients are some sort 
of truncated tensor-product coefficients, where the degree of truncation is a sole 
function of the level, is very neatly illustrated by Eq. (16.31). 

However, this approach has an obvious drawback: in order to calculate a specific 
fusion coefficientM~) v, we have to first evaluate the full product A ® f,L, and reflect 

All-

all the terms in the decomposition whose affine extension at a fixed level k are not 
in ~. This is a rather long process when reasonably large representations are 
involved. Furthermore, the formula does not make manifest the nonnegativity of 
fusion coefficients. 

This is a good place to stress that a fusion rule differs from a standard tensor 
product. Indeed, in order to calculate the tensor product of two affine weights 
i and fl, both at level k, we can proceed as in the finite case, by adding all the 
weights jl' of the representation L" to i and decomposing the result into irreducible 
representations Lv. However, the mere addition of two affine weights shows that in 
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this process the levels add up, that is, the decomposed representations are at level 
2k. But this is clearly not suited to the physical problem at hand, for which we 
want to describe the general pattern of operator products in a theory with a fixed 
value of the central charge, hence a fixed value of the level k. 

16.2.3. The SU(2)k Fusion Coefficients 

It is very easy to obtain a general formula for the SU(2)k fusion coefficients by the 
above method. The starting point is the well-known formula for angular momentum 
tensor-product coefficients: 

We fix the level k so that: 

V,=IA,-JLd 
A,+JL,+V,=o mod 2 

v (16.45) 

(16.46) 

ensuring the integrability of both i and fl. If Al + ILl ~ k, the affine extension of 
all the weights on the r.h.s. is integrable and the above expression extends without 
modification to the affine case. If, however, Al + IL I > k, it is necessary to perform a 
shifted Weyl reflection of some weights on the r.h.s. to recover integrable weights. 
The boundary weight VI = k + 1, if allowed by the parity constraint, is ignored as 
usual. For the other ones, it is clearly sufficient to act with (so·). Indeed 

So • [k - VI, VI] = [-k - 2 + VI, 2k + 2 - VI] (16.47) 

EventhoughAI+1L1 > k+l,itisneverthelesstruethat2k 2: AI+ILI (which follows 
fromEq. (16.46», so that 2k+2 2: VI for all VI appearing inEq. (16.45). Hence, all 
weights with VI > k + 1 are reflected back into the dominant sector and contribute 
with a negative sign. They thus cancel all terms in the range 2k + 2 - Al -ILl ~ 
V, ~ k. The final result for the fusion coefficient is 

if lA, -IL,I ~ V, ~ min{A' + ILI,2k - A, -lLd 

and A, + IL' + VI = 0 mod 2 

otherwise 

(16.48) 
This expression illustrates neatly the relation (16.44). 

16.2.4. su (N)k Fusion Rules: Combinatorial Description 

The algorithm described in Sect. 16.2.2 has a simple combinatorial interpretation 
in terms of Young tableaux. For simplicity, we only describe the Su(N)k case. 
The tensor product of the fusion rules under consideration is first calculated by 
the Littlewood-Richardson rule. Those tableaux whose first row has length £1 ~ k 
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correspond to integrable SU(N)k affine weights. Otherwise, the weights either lie 
on the boundary of an affine Weyl chamber (and are ignored) or can be reflected 
back into integrable weights by appropriate shifted Weyl reflections. Such a trans­
formation is described combinatorially as follows. We remove a boundary strip of 
length 

t = £1 -k -1 ~ 0 (16.49) 

starting from the end of the first row and moving downward and to the left; then, 
we add a boundary strip of the same length at the bottom of the first column, 
starting from the N -th row and moving upward and to the right. We repeat these 
modifications until either t ~ 0 or an irregular tableau is produced. (t = 0 or 
the occurrence of an irregular tableau signals a boundary weight.) The sign of the 
corresponding Weyl reflection is given by (_ly_+r++I, where r _ is the number of 
columns crossed by the removed strip and r + is the number of columns crossed 
by the added strip. An example will clarify the rule: we consider the su( 4) weight 
(3,6,4) at level 5, whose tableau has rows of length i l = 3 + 6 + 4 = 13, 
£2 = 3 + 6 = 9, £3 = 3. This is not integrable since £1 > k; the strip to be removed 
has length t = 13 - 5 - 1 = 7 and it is indicated by boxes marked by O's: 

(16.50) 

We now add a strip of length 7 at the bottom of the tableau (again indicated with 
boxes [QJ): 

1111111111=. 
(16.51) 

where in the last step, columns of 4 boxes have been deleted. The sign of the Weyl 
reflection is -1: 6 columns have been crossed in each step. This result is confirmed 
by a direct calculation: 

(S2SIS0) . [-8,3,6,4] = [1,2,1,1] (16.52) 

Boundary weights are easily identified by this procedure: for instance, 6W4 is a 
boundary affine weight for su(N > 5)2, since t = 6 - 2 - 1 = 3 < 4 = iI, so that 
the strip removal produces an irregular tableau: 

(16.53) 
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Returning to the 5u(3h example (16.34), the three relevant "nonintegrable 
tableaux" and their modifications are 

D I I 101 ==? F = ITO 

II 1 1 1
01 ==? F tm (16.54) 

tm 10101 ==? WT = tP 
and they all contribute with a minus sign. In all the above examples, the (N - 1 )-th 
row is always present. A final example deals with a different case: we consider the 
5u(3)3 weight [-3,6,0] and its modification: 

I I I I 10101 ==> F ~ ITIJ (16.55) 

We observe that the added strip must start at the third row (N = 3) of the first 
column. The sign of the corresponding Weyl reflection is positive. This agrees with 
a previous calculation: 5250 . [-3,6,0] = [0,3,0]. 

§16.3. Quantum Dimensions 

Verifying the equality 

(dim 1>"1) x (dim IILI) = L MJ1. vdim Ivl (16.56) 
veP+ 

is a simple consistency check in tensor-product calculations. At first sight, it might 
seem that it has no analogue for fusion rules, given that the highest-weight repre­
sentations are infinite dimensional. However, we can define a dimension, relative 
to the reference vacuum representation, as 

v- _ Tri(l) 
J.. - Tro(I) 

(16.57) 

This can be reexpressed in terms of specialized characters evaluated in the limit 
q -+ 1- or 'l' -+ iO+ 

Vi = lim Xi(q) = lim Xi('l') (16.58) 
q-+I- Xo(q) r-+iO+ XO('l') 

By using the asymptotic behavior of the characters (14.238), the relative dimension 
can be written as a ratio of S matrix elements 

I Vi ~:i; I (1659) 
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This last expression shows that V~ is merely the yiO) defined in Eq. (16.21). The 
desired dimension formula for fusion coefficients is thus simply Eq. (16.23) for 
a=O 

(16.60) 

(which is simply the one-dimensional representation of fusion rules). For reasons 
to become clear later, V~ is referred to as a quantum dimension. 

Intuitively, we expect V~ to be a real number, greater or equal to one. We showed 
the reality of V~ in Sect. 14.6.2; in the same section, we proved the inequality 
S~o ::: Soo ::: 0, which ensures that V~ ::: I. Being the reference representation, 
the vacuum has quantum dimension one. The same is true for all fields obtained 
from the vacuum by the action of the elements of the outer-automorphism group. 
This is a direct outcome of Eq. (14.255): 

AS- - S - - S- e-2m(AWo,O) - S-
AO - AA,O - AO - AO (16.61) 

which implies that 

(16.62) 

That S~o is real also has the consequence that conjugate fields have the same 
quantum dimension 

(16.63) 

Whenever there is a small number of fields, the sum rule (16.60) may be suffi­
cient to fix the fusion coefficients. For instance, we can consider (;2 at levell, for 
which the S matrix is 

f4 (Sin ~ 
S=V5 

5 sin 3:rr 
5 

sin 3; ) 
• :rr 

-SIDs 

(16.64) 

The two fields are Wo and 1hz, with respective quantum dimensions I and (I +...(5)/2. 
Equation (16.60) implies directly the "Yang-Lee" type fusion rules 

(16.65) 

An apparent flaw of the above example is that we need to calculate the S matrix 
to extract the quantum dimensions before applying the sum rule. But when the 
theory is simple, it is just as simple to use the Verlinde formula directly. However, 
we stress that only one column of the S matrix is actually required in order to 
calculate the quantum dimensions. Furthermore, there is a more direct way to 
calculate the quantum dimensions, which ultimately does not rely on the modular 
S matrix. 
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A simple expression for the quantum dimension comes from Eqs. (16.59) and 
(14.241): 

sin (Jr(A+p,a») 

V~ = n ----r+g 
a>O sin ( Jr~~;) ) 

To proceed further, we introduce the so-called q-numbers defined by 

nXl2 _ q-x/2 
[] '"I h q = e2Jril(k+g) x = q1l2 _ q-1I2' W ere 

Some obvious properties of these numbers are: 2 

[x] = [k + g - x], [-x] = -[x], [k + g) = 0 

In tenns of q-numbers, the quantum dimension takes the compact fonn 

Vi. = n [(A + p,a)] 
a>O [(p,a)] 

(16.66) 

(16.67) 

(16.68) 

(16.69) 

In the limit q ~ 1 (k ~ 00), this reduces to the usual Weyl dimension fonnula, 
since 

lim [x] = x 
q ...... 1 

(16.70) 

For su(N), the Weyl fonnula has a simple transcription in tenns of partitions 
(cf. Eq. (13.192», which is simply obtained by evaluating the scalar products in 
the orthononnal basis. Its "quantum" or affine counterpart is 

Vi.= n 
1~i<j~N 

[ii - ij + j - i) 

Ii - i) 
(16.71) 

Apart from q -=1= 1, the affine aspect of this fonnula lies in the integrability 
requirement On i., which translates into the constraint i l -iN ~ k. 

The quantum dimensions of nonintegrable weights need not be positive. Actu­
ally, from the explicit expression of the S matrix or directly from Eq. (16.29), we 
find 

(16.72) 

for any element w of the affine Weyl group. Hence, all weights in the Weyl orbit 
of a weight fixed under the action of the affine Weyl group necessarily have zero 
quantum dimension. In the approach described in the previous section, where 
fusion coefficients are obtained from tensor products, we see that those weights 

2 For integer values of x = n + 1, the q-number [x] reduces to the n-th Chebyshev polynomial of 
the second kind. introduced in Eq. (8.101): 

[n + 1] = Un ( v'Q + jq) 
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that are ignored are exactly those with quantum dimension equal to zero. From 
Eqs. (16.71) and (16.68), it is manifest that representations with il - iN = k + 1 
have zero quantum dimension since the above product contains a factor [k + N] = 
o in that case. Furthermore, the cancellation resulting from shifted affine Weyl 
reflections is a cancellation between weights in the same orbit and with opposite 
quantum dimensions. 

An example will illustrate the cancellation of representations with opposite 
quantum dimensions in fusion rules. We consider the affine extension of the tensor 
product 

(2) ® (2) = (0) E9 (2) E9 (4) (16.73) 

at k = 2. Since the 5u(2)k representation with finite Dynkin label Al has quantum 
dimension [AI + 1], the quantum dimensions of the various terms on the r.h.s. are: 

V[2,O) = [1] = 1 

V[O,2) = [3] = [4- 3] = [1] = 1 

V[-2,4) = [5] = [4- 5] = [-1] =-1 

The representations [0,2] and [-2,4] are on the same 50 orbit 

50' [-2,4] = 50[-1,5] - [1,1] = [0,2] 

(16.74) 

(16.75) 

so that they cancel each other; that is, their quantum dimensions add up to zero. 

§ 16.4. The Depth Rule and Threshold Levels 

16.4.1. The Depth Rule 

We now complete the analysis, initiated in Sect. 15.3.4, of the constraints imposed 
by the affine Lie singular vectors on the correlation functions. Concentrating on 
the three-point functions, we saw that 

(16.76) 

since it incorporates a singular vector. We recall that the primed field is obtained 
from the (unprimed) primary field associated with the highest-weight state by appli­
cation of some finite Lie algebra lowering operators. We have seen that Eq. (16.76) 
implies that 

P pIli L ~ ( )1 ( )1 (~(z)[(~i' J11](zl)[(~i2v'](Z2») = 0 (16.77) 
1,.12=0 I· 2· Z - ZI ' Z - Z2 2 

1,+i2=p 

The three-point functions are particularly simple in that all the terms in the sum 
are independent. Indeed, a three-point function contains a single term whose de­
pendence upon the variables Z, ZI, and Z2 is given by powers of their differences, 
powers that are sole functions of the conformal dimensions of the three fields. 
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Since the action of finite Lie generators does not modify the conformal dimension, 
these powers are thus independent of the Ii'S. Therefore, the coefficients of the 
different terms (Z - Zi)-/; in the above equation must vanish separately: 

Therefore, whenever 

(.l:(Z) [(Egi' J1'](ZI ) [(Egi2 V'](Z2) = 0 

if II + 12 = P > k - (A, e) 

(Egi' 1J1') == 1J1") =1= 0 

(£gi2 iV') == W') =1= 0 

(16.78) 

(16.79) 

for integers It. h satisfying Eq. (16.78), the nontrivial three-point function 

(.l:(Z)J1"(ZIW'(Z2) (16.80) 

must vanish. The relevant characterizing property of the state 1J1") is that 
(EoO)/, 1 J1"), for some value of 11, is still in the representation J1 (Le., it is a nonzero 
state, 1J1'»-and similarly for W'). 

The condition we just obtained can be formulated in a more intrinsic way by 
introducing the depth d/l-" of the state 1J1"), as the maximal value of 11 for which 
Eq. (16.79) is true for 1J1") fixed. However, this definition needs to be made more 
precise since the depth is a property of a state, and not that of the associated 
weight; in general, the finite weights in a highest-weight representation of g can 
be degenerate. Therefore, we have to introduce a subindex i distinguishing the 
different fields that could be associated with the same finite weight. The proper 
definition of the depth is thus 

dJl.;;) = max (1) such that (EoO)/IJ1(~» =1= 0 (16.81) 

The different states sharing the same finite weight generically have different depths. 
For instance, in the su(3) representation of highest weight (1,1), the weight (0, 0) 
has multiplicity two, corresponding to the two distinct states E-<>' E-<>21(1, 1) 
and E-<>2E-<>' 1(1, 1). From a linear combination of these states, we can form a 
su(2)0-singlet and a su(2)0-triplet, with respective depths of zero and one. 

Therefore, a coupling should really be denoted as (.l:J1U) v(~», and the doublet 
(j, l) can take NAJl.V values. Since 

11 +12 < d .. " +d-JI 
- '-li) V(l) 

(16.82) 

we are forced to conclude that 

(.l:(z)J1(1)(ZI )V(l)(Z2) = 0 if k < dJl.U) + dV;'t) + (A, e) (16.83) 

This is the explicit form of the constraint we were looking for. It is called the depth 
rule. 
_ - The depth constraint can be simplified by using the g-invariance of the tbree­
point function to fix one of the two primed states. Indeed, IV(I» can always be 
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expressed in terms of the action of some raising operators on the lowest state of 
the representation, I - v*); that is, 

IAIf ) EOt! EOt! I A*) v(i) = I 2 ••• - v (16.84) 

with (Xl; some positive roots. Then, by moving the action of these finite Lie algebra 
generators on the other two states in the three-point function, and recalling that 
their action on i vanishes because A is a highest weight, we can rewrite (i[J,,(j) v(~» 
in the form (i[J,(i) ( -v*» for some state 1[J,;i» (from now on we drop one prime to 
lighten the notation). Hence, there is now only one state that is neither a highest 
nor a lowest state. The different states lil(i» characterize theNA/l V couplings. Since 
the depth of the lowest state in a representation is necessarily zero, the constraint 
(16.83) can be reexpressed as 

(16.85) 

where 

(i) 
ko == d/l;;) + (A, () (16.86) 

Clearly, the different couplings associated with a given triple product are 
characterized by (a priori) different constraints, that is, different values of k~). 

We now look at what happens when k ~ k~). In that case, there are no more 
affine constraints, no possibility of hitting an affine singular vector. The only con­
straints are those associated with the finite Lie algebra singular vectors. These, in 
tum, fix completely the tensor-product coefficient NA/l V • Thus, for k ~ k~), 

(16.87) 

which means that k~) is the threshold level for this coupling. Of course, irrespective 
of the value of k, it is always true that 

(16.88) 

Finally, how do we read off fusion coefficients in this approach? For fixed k, 
the number of allowed couplings is simply determined by the number of values of 
k~) that lie below k. Suppose that the set {k~)} is ordered such that k~) :s k~+I). 
Then 

~~) v = {max(i) such that k ~ k~) and NA/l V =I- 0 
A/-t • k k(l) .r o If < 0 or JVA/-tv = 0 

(16.89) 

with k~) defined by Eq. (16.86), in terms of the depth (16.81). 
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This is a manifestly positive expression for the fusion coefficients. Furthennore, 
it implies the following remarkable inequality: 

Mk) 1) < • ~'k+1) 1) 

Ait - /Vi-it (16.90) 

which, from the point of view of the Kac-Walton fonnula, was totally unexpected. 
For practical calculations, the rule (16.89) is not very useful because in general 

the depth is difficult to calculate. Furthennore, the detennination of a proper basis, 
appropriate for the calculation of both the tensor-product coefficients and the depth 
constraint, is still an open problem. This difficulty is obviously absent for su(2), 
where finite weights always have multiplicity 1. In that case, the depth is also easily 
calculated. 3 

We rederive the SU(2)k fusion rules from the depth rule. We consider the fusion 
i x fl x v. For the coupling to be nonvanishing, the following equality must be 
satisfied 

AI + IL~ + v~ = 0 (16.91) 

The fusion coefficient M~)A will be nonzero (and then the only value it can take is 
AILV 

one) if 

and AI + ILl + VI = 0 mod 2 (16.92) 

and 

k ~ (A, (J) + dIL, + d ll (16.93) 

The depth of IL' is the number of times we can subtract (J = al from IL' without 
leaving the representation, whose limit is -IL: 

(16.94) 

so that 

d ,= ILl + IL~ 
IL 2 2 (16.95) 

Therefore, using Eq. (16.91), we find 

1 
k ~ 2(AI + ILl + VI) =ko (16.96) 

The expression for the su(2) threshold level is thus very simple. Adding the 
constraint 

(16.97) 

to Eq. (16.92), we recover the S'U(2)k fusion rules (16.48). 
There is another circumstance in which the depth is easily calculated, namely 

for weights in fundamental representations. Consider for instance the fundamental 
representation of highest weight WI of su(N). The lowest state is obtained by 
subtracting (J from WI • This means that the depth of WI is one. For all other weights 

3 At present, we can calculate directly all the fusion coefficients from the depth rule only for su(2)k. 
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in the representation the depth vanishes. Other fundamental representations are 
treated similarly. 

In terms of semistandard tableaux, the different weights w~ in the representation 
Wf of su(N) are obtained by filling, in all possible ways, the i boxes with numbers 
ii, ... , if such that 

(16.98) 

In terms of this numbering, it is not difficult to check that the depth is simply 

d 1, , (') w; = 2[ 11 s - N sl + wf,e] (16.99) 

where II's -N'sl means the absolute value ofthe number of 1 's minus the number 
ofN's. 

16.4.2. Threshold Levels and SU(3)k Fusion Coefficients 

The depth rule, through Eq. (16.89), shows clearly that the fusion coefficients 
are fully determined by the data NA/-'V and {k~l}. Hence, fusion coefficients can 
be encoded in expressions for tensor products by simply introducing a subindex 
indicating the threshold level of the various possible couplings. For instance, the 
fusion rules for Eq. (16.33) at different levels are easily recovered from 

(2, 1) ® (1,2) =(O,Oh E9 (0,3)4 E9 2(1, Ih,4 E9 (1, 4)s 
(16.100) 

E9 2(2, 2)4.5 E9 (3,0)4 E9 (3,3)6 E9 (4, 1)5 

The notation 2(2,2)4,5 means that one copy of (2,2) appears at level 4 and the 
other one appears at level 5 (so that for k ::: 5, the two copies are always present). 
Fusion coefficients at a fixed value of the level k are obtained by considering all 
terms with subindex :5 k. 

We note that the very existence of a threshold level for each coupling is in fact 
a consequence of Eq. (16.90). This ineqUality in tum can be established directly 
as follows. The truncation on tensor-product coefficients is solely governed by 
the extra singular vector (15.109). The strength of this constraint decreases as k 
increases, which implies the inequality (16.90). 

Unfortunately, as already pointed out, we do not know how to calculate the set 
of values k~l from the depth rule. Nevertheless, another approach is possible, based 
on the concept of elementary couplings. The idea is to decompose a coupling into 
a set of elementary couplings in such a way that the threshold level for the coupling 
under consideration is simply the sum of the threshold levels of the elementary 
couplings appearing in the decompo.sition. The latter are always easily calculated. 
Explicit expressions for the set {kgl} can be obtained in this way for low-rank 
algebras. 

For su(N), this idea is most neatly formulated in terms of the Berenstein­
Zelevinsky triangles. In App. 16.A, the complete analysis for the su(3) case is 
presented. It culminates in an explicit formula for both NA/-'V and {k~l}, which we 
report here. 
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The number of scalars contained in the su(3) triple product A ® J-L ® v is 

where 

and 

k:;,in = max( Al + A2, J-LI + J-L2, VI + v2,LI - min(AI, J-LI, VI), 

L2 - min(A2, J-L2, V2» 

k:;'ax = min( L I , L 2) 

The quantities Li are defined as 

Li = (A + J-L + V, Wi) 

that is, 

1 
LI = '3[2(AI + J-LI + VI) + A2 + J-L2 + V2] 

1 
L2 = '3 [AI + J-LI + VI + 2(A2 + J-L2 + ~)] 

(16.101) 

(16 .. 102) 

(16.103) 

(16.104) 

(16.105) 

The corresponding fusion coefficients are given by Eq. (16.89) with the above 
MJ.l.v and the following values of k~): 

{ko(i)}(A ® J-L ® v) = {k:;,in,k:;'in + l,koin + 2,·.· ,k:;'ax} 

where koin and k:;'ax are given in Eq. (16.102). This yields 

if k < k:;,in 

if kmin < k < kmax o - - 0 

if k > k:;'ax 

(16.106) 

(16.107) 

In a sense, the degeneracy of the tensor product is completely lifted in the su (3) 
fusion rules in that all NAJ.I. v values ko (i) are distinct. In fact, ko (i+ I) - ko (i) is always 
equal to one, a special property of su(3). 

Notice that the inequality 

(16.108) 

simply means that the three affine weights i, fl, v must be integrable. 
To illustrate the power of this formula, consider the product of A = J-L = v = 

(8,8). In this case, Li = 24, so that k:;'in = 16 and k:;'ax = 24. The multiplicity of 
the product is then 9, and the fusion coefficient at level 22, say, is equal to 7. 
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§16.5. Fusion Potentials (su(N)) 

An established result in group theory is that tensor products can be reduced to 
products of polynomials in r variables, one for each fundamental weight. This 
is based on two formulae: the Pieri formula, which gives the decomposition of 
the tensor product of any representation with a fundamental weight, and the Gi­
ambelli (or Jacobi-Trudy) formula, which gives the polynomial representation of 
any irreducible representation. Extended to affine Lie algebras, this leads to a 
conceptually very interesting approach to fusion rules. The level-dependent trun­
cation of tensor-product coefficients induces polynomial constraints among the 
r variables. Quite remarkably, these constraints can be integrated to a potential. 
To simplify the presentation of these results, we restrict the whole discussion to 
su(N). 

16.5.1. Tensor-Product Coefficients Revisited 

We start by reviewing the classical results mentioned above. These are most natu­
rally formulated in terms of Young tableaux. We recall that the Young tableau for 
the highest weight A = (AI, ... ,AN-I) is specified by the partition4 

(16.109) 

where ij is the length of the i-th row. We recall that At = til; £2; ... ; £N-I} stands 
for the partition of its transpose, obtained by interchanging rows and columns. A 
special notation is introduced for the fundamental weights 

Xj = {I; 1; ... ; I} (j entries) (16.110) 

described by a column of j boxes, and their transpose, 

Yj = {j} (16.111) 

a single row of j boxes. 
The Pieri formula reads 

(16.112) 

where the missing entries in+I, . .. ,iN-I are just zero. This is simply a specializa­
tion of the Littlewood-Richardson rule. Here j boxes are added to the tableau with 
partition {il; ... ; iN-d, with at most one box per row. A simple su(3) example 

4 To such a tableau. we can add an arbitrary number of columns of N boxes, which makes iN t= O. 
A tableau is said to be reduced if these irrelevant columns of N boxes are removed. The vanishing 
entries of a partition are usually omitted. 
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is 

x2®{2; 1}= EB {P1;P2;P3} = {3; 2} E9 {3; 1; 1} E9 {2; 2; I} 
2S>1~3 
1S>2~2 
OS>3~1 

PI+P2+P3=5 

= {3; 2} E9 {2} E9 {I; I} 

(16.113) 

where the last equality is obtained by dropping columns of3 boxes, whose partition 
is {I; 1; I}. 

On the other hand, the Giambelli formula gives the polynomial decomposition 
of a partition {e I; ... ; en} as a matrix determinant whose entries are specified in 
terms of the transposed partition: {ll; ... ; is} 

(

Xli 

x l2 - 1 
{e l ; ... ; in} = det Xl;+j-i = det 

X ls - s+ 1 

(16.114) 

Here the convention is that Xo = XN = 1 and Xi = 0 for i < 0 and i > N.5 

For example, with N = 5, the decomposition of the partition {3; 3; I}, whose 
transpose is {3; 2; 2}, is 

(
X3 X4 1) 

{3; 3; I} = det XI X2 X3 

1 XI X2 

(16.115) 

A simple inductive argument shows that this formula is a direct consequence 
of Eq. (16.112). We start by expanding the determinants of the 5 x 5 matrix in 
terms of (5 - 1) x (5 - 1) determinants, multiplying elements of the first column. 
For these lower-order determinants, the validity of the formula is assumed and, 
as a consequence, they can be rewritten as partitions. The final step amounts to 
mUltiplying the resulting partitions with the appropriate xl;-i+1 using the Pieri 
formula. 

To calculate a given tensor product A ® JL, the formulae are used as follows. 
The weight A is first expressed as a polynomial in the xj's via Eq. (16.114) and 
then the product of the Xi's with the partition corresponding to f.L is calculated by 
means ofEq. (16.112). Consider the simple 5u(3) example: 

(2,0) ® (0,2) = {2} ® {2; 2} 

Since the transpose of the partition {2} is {l; I}, 

{2} = det (~I X2) 2 =XI -X2 
XI 

(16.116) 

5 We stress that in the decomposition of the determinant, x~ is to be understood as Xi ® Xi. 
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This result should be obvious to the reader: 

D®D=[]]EBB =?[]]=D®DeB 

Hence, from Eq. (16.112) 

XI ® {2; 2} = {3; 2} EB {l; l} 
XI 2 ® {2; 2} = {4; 2} EB {3; 3} EB 2 {2; I} EB to} 
X2 ® {2; 2} = {3; 3} EB {2; I} 

697 

(16.117) 

(16.118) 

(the results being given in terms of reduced partitions, i.e., after subtracting {I; 1; I} 
from partitions whose third entry is one), so that 

{2} ® {2; 2} = (X1 2 - X2) ® {2; 2} = to} EB {2; I} EB {4; 2} (16.119) 

which, in terms of tableaux, reads 

This way of calculating tensor products is sometimes referred to as the Weyl 
determinant method. 

16.5.2. Level Truncation in the Determinant Method 

We now show how this extends to fusion rules. Clearly, the only required modifi­
cation is at the level of the Pieri formula. An integrable representation of su(N) at 
level k is associated with a reduced tableau with at most k boxes in the first row. 
Its product with a fundamental weight gives tableaux with at most k + 1 boxes in 
the first row. The affine weight at level k associated with a reduced tableau with 
k + 1 boxes in the first row has its zeroth Dynkin label equal to 

AO = k - (AI + ... + AN-I) = k - il = -1 (16.120) 

According to the Kac-Walton formula, such weights are ignored (these are rep­
resentations with vanishing quantum dimension or, equivalently, those represen­
tations whose characters vanish). Hence, the level-k truncation of the Pieri for­
mula (16.112) is obtained simply by imposing the extra condition on the resulting 
partition {P I; ... ; Pn }: 

PI - PN ::: k (16.121) 

Fusion rule calculations can thus be done exactly as in the Weyl determinant 
method described above, by taking into account, at each step, this very simple 
constraint. For instance, in the above example, it is easily seen that only the scalar 
representation survives the k = 2 truncation. 

Formulated differently, the truncation amounts to setting equal to zero all 
reduced tableaux with i l = k + 1. This turns out to be equivalent to the condition 

Yk+1 = Yk+2 = ... = Yk+N-I = 0 (16.122) 
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This is a straightforward consequence of another detenninant fonnula, essentially 
the transposed version of the above GiambeIli fonnula: 

( 

Yll 
Yl 2-1 

{ll;"'; IN-d = detYl,+i-i = det : 

YlN_I-N+2 

It is then clear that all partitions with a fixed value of II vanish whenever Yll = 
... = Y l l+N-2 = O. 

With N = 3, k = 2, the fusion constraints are 

Y'~det(1 ~~ ;2) = XI 3 - 2xIX2 + 1 = 0 
1 XI 

~~ ;2 ~) = XI 4 - 3XI 2X2 + xl + 2x1 = 0 
1 XI X2 
o 1 XI 

(
XI 

Y4 = det ~ 
(16.124) 

These imply in particular that 
2 2 X2 =XIX2 -XI (16.125) 

There are thus only 6 independent monomials: 

1, XI, X~, X2, XIX2, X~X2 (16.126) 

corresponding to the 6 integrable representations of su(3h: 

[2,0,0]=1, [1,I,O]=xl, [1,0,I]=x2 

[0,1,1] =XIX2 -1, [0,2,0] =x~ -X2, [0,0,2] =x~ -XI 
(16.127) 

Returning once more to the su(3h product {2} x {2; 2}, taking into account the 
above constraints, we find: 

{2} x {2; 2} = (X1 2 -x2)(xl-XI) 
2 2 3 3 =XIX2 -XI -X2 +XIX2 (16.128) 

= 1 +X2(X~X2 -XI -x~) = 1 

As another example, we consider how the SU(2)k fusion rules fit into this frame­
work. The irreducible representation with Dynkin label AI = n is associated with 
a single row of n boxes, that is, with Yn' In this case, the Pieri fonnula reduces to 
the recursion relation (x = X I) 

XYn = Yn+1 + Yn-I (16.129) 

Given that there is only one variable, this is must also be the exact content of the 
GiambeIli fonnula. The recurrence is fixed by the conditions 

Yo = 1 YI =X (16.130) 
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These relations define the Chebyshev polynomials of the second kind (cf. Eq. (8.101»: 

Yn(2cosO) = sin(~ + 1)0 (16.131) 
sm 0 

The fusion constraint is simply 

(16.132) 

The SU(2)k truncated Pieri formula has a simple representation in terms of an 
A-type Dynkin diagram with k + 1 nodes, as illustrated in Fig. 16.2 . 

•• -~.t---•• - ------. • 
(0) (1) (2) (k-1) (k) 

Figure 16.2. The Ak+1 Dynkin diagram coding the SU(2)k fusion rule by the fundamental 
representation (1). Vertices are associated with integrable representations of SU(2)k. The 
fusion (1) x (j) is given by the sum of those representation vertices that are directly linked 
to the vertex j. 

The diagram encodes fusion by the fundamental representation (1). Its adjacency 
matrix is Gij = 2 - Aij = N/ It encodes as well higher fusions by (j), j > 1 as 
follows. The corresponding matrixNj with elements [NjJkl = Njk1 (withN1 = G) 
reads 

(16.133) 

16.5.3. The Constraint-Generating Function 

As a computational tool, the reformulation of the simple constraint (16.121) in 
the form (16.122) may seem to be a step backward. However, the real theoretical 
significance of this second point of view lies in that the various constraints Yj = 
0, k + 1 ::; j ::; N - 1, can be integrated to a potential Vk+N, the fusion potential, 
defined as 

( l)i+1 aVk+N 
Yk+N-i = - --

Oxi 
(16.134) 

Indeed, in our su(3)z example, the two constraints (16.124) correspond to the 
extrema of the potential: 

(16.135) 

In order to derive Eq. (16.134), we first perform a change of variable. Introduce 
the variables qi, i = 1, ... , N satisfying 

N 

Oqi= 1 (16.136) 
i=1 
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and defined in terms of the Xl by 

Xl = L qi, .. ·qil (16.137) 
l~i,<i2 ... <il~N 

The variables qi are simply the character variables introduced previously in 
Eq. (13.185) to define the Schur functions. We recall that qi is related to the 
orthonormal vector Ei by qi = e€;. In terms of semistandard tableaux, where a box 
marked by i is associated with a factor Ei, and hence a factor q i, the left -hand side 
has the following interpretation. Filling a column of l boxes with the increasing 
sequence of numbers i l , ••• , ii, such that 1 :5 i l < i2 ••• < il :5 N, in all possible 
ways, generates all the states in the representation Xl. The constraint (16.136) sim­
ply means that the unique semistandard tableau associated with the Young tableau 
with a single column of N boxes represents the scalar representation. In this way, 
it is clear that the expression of the variables Y l in terms of the q i is 

Yl = (16.138) 

corresponding to all semistandard tableaux obtained by filling a row of l boxes 
with a nondecreasing sequence of integers ranging from 1 to N. The generating 
functions for these expansions are easily found to be 

N N 

Lxi = no +qit) (16.139) 
i=O i=1 

ex> N 

Lyi = no -qit)-I (16.140) 
i=O i=1 

We now define the potential V m by 

(16.141) 

(corresponding to the sum of all possible semi standard tableaux of m boxes, each 
filled with the same number), whose generating function is 

ex> ex> N 1 
V(t) = L(-I)m-IVmtm = L L m (-I)m-Iqi tm 

m=1 m=1 i=1 

(16.142) 

Interchanging the summations and summing over m gives 

N N N 
V(t) = L In(I + qit ) = In n (I + qit) = In L Xiti (16.143) 

i=1 i=1 i=O 

The derivative of V(t) with respect to qi computed from Eq. (16.142) is 

8Vi(t) ex> -- = L(_I)m-Itmqi-1 
Oqi m=1 

(16.144) 
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whereas Eq. (16.143) leads to 

a~;) = (f{ 0 +qnt)-) ~i (DO +qjt») 

00 N ax. 
= L(-l)lYlt1 L)j-~ 

l=O j=O iJq, 

(16.145) 

The compatibility of these two expressions forces the equality 

(_l)m-Iq;n-I = L (_l)lYl ax~ 
l+j=m iJq, 

(16.146) 

Multiplying the result by iJqjlaxn and summing over i yields 

L(_l)m-lq;n-1 iJqj = L (_l)lYl L iJqi ax~ 
j axn l+j=m i axn iJq, 

= L (_l)lYl 8n,j (16.147) 

l+j=m 
= (_1)m-nYm _n 

Finally, the definition of the potential leads to Eq. (16.134). 
We note that the equivalence between Eq. (16.142) and Eq. (16.143) provides 

an explicit expression of V m as a function of the variables Xj: 

(_1)m-1 dm ( N i) 
V m = 'd m In L Xit It=o 

m. t i=0 
(16.148) 

For su(2) and su(3), Eq. (16.148) reads respectively 

_ (_1)k+1 dk+2 2 

Vk+2 - (k + 2)' dtk+2 InO + xt + t )It=o 

( _1)k dk+3 2 3 
Vk+3 = (k + 3)' dtk+3 InO + Xlt + X2t + t )It=o 

(16.149) 

We detail the two simplest SU(2)k examples. For k = 1, with [0,1] = x, the 
only nontrivial fusion rule is X2 = 1; the constraint is thus 

which is the extremum of the potential 

1 3 
V3=-X -x 

3 

For k = 2, with [1, 1] = x and [0,2] = Z, the fusion rules take the form 

X2 = 1 +z, XZ=X, 

(16.150) 

(16.151) 

(16.152) 
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Hence, Z = x2 - 1, and the fusion constraint is 

x 3 = 2x (16.153) 

(needed to reproduce zx = x), so that the associated potential is 

142 V4 = -x -x 
4 

(16.154) 

which is in agreement with Eq. (16.148), up to an irrelevant additive constant. 
In summary, we have found that the precise level of truncation on tensor-product 

coefficients is captured in a set of r constraints, which can be expressed as the 
vanishing of the potential (16.141) with respect to its r independent variables. 

It should be stressed that the fusion potential is not unique. To see this, let us 
return to the SU(3)2 example. Eliminating the variable X2 from the two constraints 
(16.124) leaves the single condition 

x~-4x~-1=0 (16.155) 

associated with the potential 

(16.156) 

Hence, the §U(3h fusion constraints can be described by two different fusion 
potentials. This situation is not exceptional: in fact all su(3) fusion rules can be 
reformulated in terms of a single-variable potential (cf. Ex. 16.11). A generic suffi­
cient condition for the existence of a one-variable description is the nondegeneracy 
of all the eigenvalues of the fusion matrix of at least one primary field. To finish 
with our example, notice that with the condition (16.155), X2 = (xi + I)/2x1 can 
be rewritten as 

(16.157) 

The expression for the different integrable representations of su(3h, in terms of 
the single variable x I, is then 

[2,0,0] = 1, 

1 3 
[0,1,1] = 2(x l - 1), 

[1,1,0] = XI, 

§16.6. Level-Rank Duality 

1 5 2) [1,0,1] = 2(x l - 3x I 

[0,0,2] = ~(xi - 3xI) 

(16.158) 

In this section, we introduce a remarkable level-rank duality relation between 
WZW models associated with classical Lie algebras. For simplicity, the discussion 
is restricted to su(N) algebras. 

A first hint for the existence of a relation between the SU(N)k and SU(k)N 
models is provided by the following observation. An integrable representation i 
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of SU(N)k is associated with a Young tableau whose first row contains at most k 
boxes. (We recall that the Dynkin label Ai gives the number of columns of i boxes 
in the tableau. Therefore the sum of all finite Dynkin labels Hives the number 
of boxes in the first row. For an integrable representation, Li=11 Ai ::; k. Here 
the tableau is assumed to be reduced, i.e., there are no columns of N boxes.) 
The transposed tableau, obtained by interchanging rows and columns, has at most 
N - 1 boxes in the first row and no columns with more than k boxes. It can thus 
be associated with an integrable weight of SU(k)N-J, and therefore of SU(k)N. A 
simple counting argument shows that the number of integrable representations in 
SU(N)k and SU(k)N are 

(k +N -1)! 
SU(N)k : k!(N - 1)! ' 

(k +N -1)! 
N!(k -1)! 

(16.159) 

Because these numbers are distinct, the relation between integrable weights of the 
two models cannot be one-to-one. However, if the above numbers are divided, 
respectively, by N and k, they become equal. This division amounts to factoriz­
ing the algebras by the action of their respective centers, which is equivalent to 

considering only equivalence classes of the outer-automorphism groups: i '" it 
if it = ai i for some j, with a standing for the basic outer automorphism. The 
numerical coincidence just found suggests that the objects that can be made in 
one-to-one correspondence are the orbits of the outer-automorphism groups. The 
following direct argument shows that this is indeed so. 

We construct a circle divided into N +k equal parts by means of dashed lines. We 
consider an integrable weight i E SU(N)k. Starting anywhere on the circle, fill the 
dashed lines separating AO + 1, A I + 1, ... , AN -1 + 1 pieces, in a clockwise ordering. 
That the initial position on the circle is irrelevant shows that this splitting of the 
circle describes a full ZN orbit rather that a single weight. Now, the dual splitting, 
namely the sequence of slices separated by dashed lines and read counterclockwise, 
represents the affine Dynkin labels of a weight it + p, with it E SU(k)N lying in 
the orbit of the SU(k)N affine extension of At. 

As is an illustrative example, let N = 5, k = 3 and 

1 ~ (1,0,1,0) <-+ ~ => i + p ~ [2,2,1,2,1] (16.160) 

The corresponding splitting of the circle is displayed in Fig. 16.3; the dual splitting 
is seen to be [3,2,3]: 

it + P = [3,2,3] => it = [2,1,2] 

The transpose of A is 

At = 8Il +---+ (2, 1) 

whose affine su(3)s extension [2,2,1] belongs to the orbits 

([2,2, 1], [1,2,2], [2, 1, 2)} 

(16.161) 

(16.162) 

(16.163) 
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Figure 16.3. The shifted affine SU(5)3 weights are the number of slices enclosed within the 
full lines. Reading the diagram from its lowest point in a clockwise direction, we obtain 
[2,2,1,2,1]. Read in the opposite direction, the diagram gives the shifted affine su(3)s 
weights as the number of slices enclosed within the dashed lines; starting from the leftmost 
one, we have [3,2,3]. 

which, indeed, also contains [2, 1,2]. 
As a side remark, we point out that the action of the outer automorphism has a 

direct transcription in terms of Young tableaux. The action of a-the basic outer 
automorphism of su.(N)-on a reduced tableau associated with an affine weight 
at level k, amounts to adding on the top of the tableau a row of k boxes. Indeed, 
the Dynkin labels Ai are related to the partition's entries by 

(16.164) 

where ii gives the length of the i-th row: 

ii = AI + ... + AN-I (16.165) 

We denote by i't the partition entries of the finite part of the affine weight ai, 

N-I N-I 

ai = ark - I>i, AI, ... , AN-t1 = [AN-I, k - L Ai, AI, ... , AN-2] (16.166) 
i=1 i=1 

Starting with a reduced tableau, with iN = 0, we obtain 

i't+1 = ii, for i?: 1 (16.167) 

For repeated applications of a, the tableau must be reduced after each step. In this 
way, O(su.(N» orbits of tableaux are easily constructed. 

That outer-automorphism orbits are one-to-one in theories related by level-rank 
duality is interesting. But more interesting is that fusion coefficients can be made 
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equal. This relation is rooted in the S matrix duality 

S • - (k e{21!"i IAIIIlIINk) S-. 
)..[1.-VFi )..1[1.1 (16.168) 

for 

(16.169) 

and IAI stands for the total number of boxes in the tableau representing A. The 
proof of this relation, being somewhat technical, is omitted. 

In the expression for the fusion rules of the su(Nh theory, the sum over all in-' 
tegrable representations can be decomposed into orbits of the outer-automorphism 
groups as follows: 

Mk) i) = ~ SXaS [1.a,sva 
)..[1. ~ Sew 

aEpt 

= L __ I_A_ I: SX,at (a)S[1.,at(a),sv,at (a) 

aE~/ZN mN(a) 1=0 SO,at(a) 

(16.170) 

Here mN(a) denotes the multiplicity of a in the orbit {a,aa,··· ,aN-Ia} 
(necessarily a divisor of N). Observe that 

Indeed 

S .. - S· 'e-21!"it(aiiJ(loll) - S .. e 21!"ilIIlIIN 
at(a),1l - all - all 

A N-I (N - j) 
(aWo, J-t) = (COl, J-t) = L J-t; N 

;=1 

and with J-t; = m; - mj+1 (i.e., J-t = {ml; ... ; mN-d), this becomes 

N-I 1 N-I 1 
(COl, J-t) = L J-t; - N L m; = - N IJ-tl mod 1 

;=1 ;=1 

The expression for fusion coefficients then reduces to 

- N-I 
M~) v = ~ __ I_A_ SXa S [1.,aSi),a ~ e(21!"ilIN)(I)..I+11l 1-1 vI) 

)..Il ~ mN(a) So . ~ 
aE~/ZN ,a 1=0 

(16.171) 

(16.172) 

(16.173) 

(16.174) 

If the corresponding tensor-product coefficient is nonzero, an immediate conse­
quence of the Littlewood-Richardson rule is that 

IAI + IJ-tl - Ivl = 0 mod N (16.175) 

so the last sum contributes to a factor N. Since there is a one-to-one correspondence 
between orbits of SU(N)k and SU(k)N, we can write 

(16.176) 
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The substitution of Eq. (16.168) into the expression for fusion coefficients leads 
to 

.N!k) v = " _k_ e(21riINk)lal(IAI+IIlI-IVI)8)..lfJI8!:'fJISllfJl 

AjJ. "£;:;: mN(fT) Soa l 
a/er .. /Zk 

= L __ 1_ e(2mINk)lal(IAI+IIlI-lvl) 

fJ/eT1./~ mk(fTl) 

I: 8)"1 ,lzt(fJl )8jJ.1 ,lzt(fJl)SII,iit(,r) 

l=O SO,lzt «1') 

= L 8)..1,r8!:'fJISllfJl e(21rilNk)lal(IAI+llll-lvl) 

"I nN SO<1' 
a er .. 

(16.177) 

where a denotes the basic outer automorphism of su(k). In the second equality, 
we used the identity mN(fT) = mk(fTl) (see Ex. 16.14) and a reorganization of 
the result into orbits of the O(su(k» outer-automorphism group. The extra phase 
factor can be absorbed as follows 

(16.178) 

with 

1 
P = N(IAI + IILI-Ivl) (16.179) 

Finally, the reality of fusion coefficients allows us to write 

'1.k) v = '1.N) iiPi/ 
JV $.jJ. JV $.1 jJ.' (16.180) 

As a simple illustration of this formula, consider the case N = 3, k = 5, and 
the fusion 

[1,3,1] x [2, 1,2] = [4,1, 0] +[3, 0,2] + [1,4, 0]+2 [2,2,1] + [1,1,3]+ [0,3,2] 
(16.181) 

whose tableau representation reads: 

(16.182) 
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The transposed product, with appropriate action of ii on the right-hand side terms 
(the required powers of ii being respectively 3,2,2,2,1,1), is 

(16.183) 

or equivalently 

[1,1,0,0,1] x [1,0,1,1,0] =[0,0,0,2,1] + [0,0, 1,0,2] + [0, 1,2,0,0] 

+2 [1,0, 1, 1,0] + [1, 1,0,0, 1] + [0,2,0, 1,0] 
(16.184) 

The relation (16.180) has the following interesting consequences: 
(i) The fusion coefficients for su(Nh, for any value of N, can be only ° or 1, as 

for Su(2). 
(ii) The threshold levels for all su(Nh fusion rules are always nondegenerate. 

Appendix 16.A. Fusion Elementary Couplings in su(N) 

In order to introduce the idea of fusion elementary couplings, we consider first 
su(2) tensor products. In that case, the elementary couplings are 

EI = (0(0(0), E2 = (0(0)(1), E3 = (0)(1)(1) (16.185) 

where the notation (1 )(1 )(0) stands for (1 )®( O®( 0) ::> (0). Notice that elementary 
couplings that differ by a permutation of the weights are considered as distinct. 
The su(2) elementary couplings are just the various permutations of the product 
of the fundamental representation with the scalar one. In products of the Ej's, the 
corresponding Dynkin labels are added. The decomposition of a generic coupling 
into elementary ones is then 

(16.186) 

Of course, for the coupling to be allowed, each exponent must be a positive integer. 
With Al and JLI fixed, this sole condition determines the possible values of VI. 

To extend this construction to fusion rules, we need the following assumption: 
the threshold level for the coupling is the sum of the threshold levels in the decom­
position into elementary couplings.6 Translated into equations, this means that the 

6 This must still be regarded as a conjecture; it has been proved only for su(2) and su(3). The 
conjecture is expected to apply to affine Lie algebra. Although there is no analogue of the Berenstein­
Zelevinsky triangles (used below) for algebras other than su(N). elementary couplings can be defined 
for any algebra. 
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coupling 

{A ® IL ® V}(i) = n ~t (16.187) 
t 

(where (i) is a degeneracy label) has threshold level 

(16.188) 

where ko(Et) is the threshold level for the elementary coupling Et . 
Applying this to su(2), we must first calculate the value of ko(Et ), using for 

instance the Kac-Walton fonnula. This gives 

ko(Et) = 1 for l = 1,2,3 (16.189) 

From Eqs. (16.188) and (16.186), it then follows that 

1 
kO(A ® IL ® v) = "l(AI + ILl + vd (16.190) 

which, of course, reproduces Eq. (16.48). 
The Berenstein-Zelevinsky triangles corresponding to elementary couplings, 

for which the counterclockwise ordering A, IL, v is assumed, are respectively 

o 
o 

1 
o 0 

o 
o 1 

(16.191) 

A decomposition into a product of elementary couplings is equivalent to a decom­
position into a sum of the corresponding basic triangles. In terms of the triangle 
data (13.221), the fonnula (16.190) reads 

(16.192) 

We consider now the su(3) case, for which there are eight elementary couplings: 

EI = (1,0)(0,1)(0,0) E3 = (0,1)(0,0)(1,0) E5 = (0,0)(1,0)(0, 1) 

0 0 0 
1 0 0 0 0 1 

0 0 1 1 ° 0 
0 0 1 0 0 0 0 0 0 1 0 0 

E2 = (1,0)(0,0)(0,1) E4 = (0, 1)(1,0)(0,0) E6 = (0,0)(0,1)(1,0) 

1 0 0 
0 0 0 0 0 0 

0 0 0 0 ° 0 
0 0 0 0 1 0 0 0 0 0 0 1 
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E7 = (l,0){l,0){l,0) E8 = (O, 1)(0, 1){0, 1) 

1 
o 

o 1 

o 
o 

1 
o 0 

o 
o 

1 0 
o 0 1 0 

The direct extension of the su(2) approach faces an immediate problem in that 
the decomposition of a generic coupling into elementary ones is no longer unique. 
Indeed, the two products E \ E3E5 and E7E8 are equivalent since they yield exactly 
the same triangle: 

1 
o 1 

o 
1 

(16.193) 

1 
o 

For su(3) this is the only redundancy. In order to proceed, it must be eliminated by 
forbidding either E\E3E5 or E7E8' For tensor,products, whichever is eliminated 
is immaterial. However, for fusion rules, the situation is quite different. First, the 
threshold level of all the elementary couplings is easily found to be equal to one, 
exactly as in the su(2) case. Then, according to the above assumption, the two 
products E\E3E5 and E7E8 have different threshold levels 

(16.194) 

We must then determine which one must be eliminated in order for the decom­
position into elementary couplings to reproduce the correct threshold level. These 
two products give two equivalent descriptions of a single coupling describing the 
tensor product (l, 1){l, 1){l, 1). Using the algorithm described in Sect. 16.2.2, it 
is simple to check that 

(1,1) ® (l, 1) = (O,Oh E9 2{l, Ih,3 E9 {3, Oh E9 {O, 3h E9 {2, 2)4 (16.195) 

Hence, the triple product (I, 1){ 1, 1){ 1, 1) has multiplicity 2, with threshold levels 2 
and 3. The representation of these two couplings in terms of Berenstein-Zelevinsky 
triangles is 

1 
o 0 

o 0 
1 0 0 1 

o 
1 

1 1 
(16.196) 

010 

The first triangle is unambiguously associated with the product E2E~6, and con­
sequently its threshold level is ko = 3. The second triangle must then necessarily be 
decomposable into a product of two elementary couplings in order to have ko = 2. 
Hence, it must correspond to E7E 8 , which means that the product E\E3E5 must 
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be forbidden. This eliminates all possible redundancies, and as such the decompo­
sition of any coupling into elementary ones is unique. The decomposition is either 
of the form 

(16.197) 

where a, ... , g are nonnegative integers, or one of its two rotated versions, obtained 
by the replacements (E3, E 5 ) -+ (E5,E1) -+ (E1,E3). Whichever form is realized 
is uniquely fixed by the values of the weights under consideration. The threshold 
level of the above decomposition is simply the sum of all the exponents 

ko =a+b+c+d+e+f +g (16.198) 

We let this decomposition describe a particular coupling of the triple product 
(AI, A2) ® (ILl> IL2) ® (VI, Vz). From the expressions for the elementary couplings 
in terms of the Dynkin labels, it follows that 

a + f = Al b + c + g = A2 

e + g = IL2 b + e + f = VI 

c +d +f = ILl 

a+d+g=V2 
(16.199) 

Having six relations for seven parameters, we can express everything in terms of 
one parameter, say c. In particular, ko can be rewritten as 

ko = c + VI + V2 (16.200) 

However, c is not a completely free parameter. It is constrained by a set of inequal­
ities, consequences ofEq. (16.199) and the positivity requirement imposed on all 
the parameters. Let the result be of the form 

Cmin :::: C :::: Cmax (16.201) 

Clearly, any integer satisfying these bounds leads to an allowed decomposition. 
This immediately implies that the multiplicity of the tensor product is Cmax -

Cmin + 1. With c fixed, the decomposition and the associated triangle are uniquely 
specified. Denote the corresponding triangle as I::ic • All triangles associated with 
the triple product under consideration are given by 

o :::: n :::: Cmax - Cmin (16.202) 

where 

1 

Q= 
-1 

-1 
-1 

-1 
(16.203) 

1 - 1 -1 

Since ko is a linear function of c, the threshold level of the different couplings 
reads 

(j) {kol = (Cmin + VI + V2, Cmin + VI + V2 + 1, ... , Cmax + VI + V2) (16.204) 

Evaluating explicitly the range of values of c, and considering the two other pos­
sible decompositions, leads to formulre(16.101)-(16.106). Filling the gaps in the 
argument is left as an exercise. 
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Formulated in general terms, the assumption underlying this construction is the 
existence of a set of forbidden couplings ensuring that the threshold levels in the 
decomposition into elementary couplings can simply be added. This assumption 
has been proved for su(3), which places the above results on a firm basis. 

Finally, it should be pointed out that the threshold level of a particular coupling 
is not an observable. The only observable is the full set of values of kg>, or equiv­
alently, the fusion coefficients. Here we used a particular basis for the couplings, 
namely the Berenstein-Zelevinsky triangles. Any other basis will lead to the same 
set of values of kg>. However, two different descriptions of the same coupling, that 
is, two representations in different bases, may yield a different value for a specific 
threshold level kg> (i.e., the results in a given basis can be permuted in another 
one). 

Exercises 

16.1 Applications of the Verlinde formula 
Use the Verlinde formula to calculate the fusion rules for: 

a)so(2N)\; 

b) (F4 )\. 

16.2 A simple derivation of the su(2)kfusion rules using the outer automorphism 
Show that the §U (2)k fusion rules can be obtained from the intersection of the tensor product 
of A\W\ ® I-L\W\ and (k - A\)W\ ® (k -1-L\)W\.7 

16.3 Aspects of SU(3)k fusion rules 
Prove that the affine extension of any finite weight v occurring in a tensor product of two 
weights whose extensions at some level k are integrable is itself always integrable at level 
2k. Use this to identify the su(3) affine chambers, in terms of elements of the affine Weyl 
group, which can contribute to fusion coefficients, when the latter are expressed in terms 
of tensor-product coefficients. 

16.4 Multiple fusions and Fibonacci numbers 
For §U(2)3, show that the coefficients of the decomposition of the multiple product 

[1,2]Xl = [1,2] x [1,2] x· .. x [1,2] 

in terms of the integrable SU(2)3 representations, are given by the Fibonacci numbers, 
defined by the recursion relation 

7 It is not generically true that intersecting the results obtained by all possible actions of the outer­
automorphism group provides the correct fusion coefficients. But this is so for §U(2) and §U(3). A 
counterexample, for §U(4)\6, is 

[4,4,4,4] x [4,4,4,4] ;:) 45 [4,4,4,4] 

This is clearly invariant under the action of O(g), whereas 

(4,4,4) ® (4,4,4) ;:) 50 (4,4,4) 
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Find the analogous decomposition of [2, 2] at level 4. 

16.5 su.(4)/usion rules by combinatorial methods 
Use the Littlewood-Richardson rule and strip alterations (cf. Sect.16.2.4) to calculate the 
fusion rules at levels 3 and 4 associated with the su(4) tensor product (1, 1, 1) ® (1, 1, 1). 
Result: 

k=3 : (0,0,0) e (0,1,2) e (0,2,0) e 2 (1,0, 1) e (2,1,0) 

(0,0,0) e (0,0,4) e 3 (0, 1,2) e 2 (0,2,0) e (0,4,0) e 3 (1,0, 1) 

e 3 (1,2, 1) e 2 (2,0,2) e 3 (2, 1,0) e (4,0,0) 

16.6 Threshold level calculations 

a) With the algorithm underlying the Kac-Walton formula, calculate the threshold level of 
the various terms occurring in the su(3) tensor products 

(3,1) ® (3, 1) 

(2,2) ® (2,2) 

and check the results by means of the formul~(l6.101)-(16.106). 

b) Find the fusion coefficients (or equivalently, the threshold levels) associated with the 
sp(4) tensor product 

(1,1) ® (1, 1) = (0,0) e (0, 1) e (0,2) e (0,3) e 2(2, 0) e 2(2, 1) e (2,2) e (4,0) 

c) Same as (b) for the G2 tensor product 

(0,1) ® (0,1) = (0,0) e (1,0) e (0,1) e (0,2) 

16.7 Fusions and quantum dimensions 

a) Show that simple currents have quantum dimension one, directly from their definition as 
fields that act as permutations in fusion rules. 

b) From the dimension sum rule for fusions (cf. Eq. (16.60», argue that the smallest possible 
quantum dimension, apart from one, is ..ti. 
c) Calculate the quantum dimension of the primary fields in the £8 model at level two, and 
show how they fix the fusion rules. Identify the simple current, which is not of the outer 
automorphism type. Compare the fusion rules with those of the Ising model (cf. Sect. 7.4). 

16.8 Handle operators 
The handle operator is defined in terms of the fusion matrices by 

R = L N V Tr(Nv) 
vept 

The component Rf has the following graphical representation: 

.6 
The inverse of R turns out to have a simple Lie-algebraic expression: 

R- 1 = D2 ( _I)/Il.+/ I 
IPIQvl(k + g)' P x/..-+Nik ) 

(16.205) 



Exercises 

where as before (cf. Eq. (13.165» Dp is defined by 

Dp = Lewp 

weW 
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and the meaning of X .. -+ Nik) is the following: D; is first reorganized in terms of the 
irreducible formal characters and each X.. is then replaced by the corresponding fusion 
matrix at level k. (This general result is established in the last part of the exercise.) For 
instance, for su(2), 

= X(2) - 3 X(O) 

so thatR-I reads 

R- I 1 (k) (k) 
su(2)k = 2(k + 2) {3N(0) - N(2)} 

For a fixed value of k, if the affine extension of the weight A is not integrable, Nik ) is 
replaced by E( W )N~.~ for the particular element of the affine Wey I group w that makes w . i 
integrable, and it is ignored if this is not possible. For instance, atk = 1, Ng;=1) == N[-1.2) 
must be dropped, so that 

-I 1 
Rsu(2») = "2N (O) 

The result is easily verified: the su(2)1 fusion matrices are 

N(o) = (~ ~ ) , N(J) = (~ ~ ) 
so that R = 2N(0), hence R-I = N(O)/2,. 

a) Prove the general form of the SU(2)k expression (16.205) for R-I. Hint: First, observe 
that Tr N(n) vanishes if n is odd. For n even, show that Tr N(n) = k + 1 - n, so that 

R = L (k + 1 - n)N(n) 
O<n<k 
"-even 

Then, using the SU(2)k fusion rules, show directly that 

1 
2(k 2) {3N(O) - N(2)} L (k + 1 - n)N(n) = 1 

+ O<n<k 
n-even 

b) Check that for su(3)k. the expression (16.205) for R-I reduces to 

-I 1 
Rsu(3)k = 3(k + 3)2 {15N(O.0) - 6N(J.I) + 3N(0.3) + 3N(3.0) - N(2.2)} 

To facilitate the reorganization of D; in terms of characters, we display the dominant-weight 
multiplicities for the relevant representations: 

X'/U) = 3e(0.0) + 2e(J.1) + e(3.0) + e(0.3) + e(2.2) 

Xdom _ e(o.O) + e(J.1) + e(0.3) 
(0.3) -

Xdom _ e(O.O) + e(J.1) + e(3.0) 
(3.0) -

Xdom - 2e(0.0) + e(J.I) 
(J.I) -

Xdom - e(J,I) 
(0.0) -



714 16. Fusion Rules in WZW Models 

c) Verify explicitly the SU(3)k result by calculating R for k = 1,2 and inverting the result. 

d) Using the sp( 4) multiplicities: 

Xdom - 5e(0.0) + 4e(0.I) + 4e(2,O) + 3e(O,2) + 2e(2, I) + e(O,3) + e(4,O) + e(2,2) 
(2,2) -

X~,r;;) = 3e(O,O) + 2e(O,I) + 2e(2,O) + e(O,2) + e(2,I) + e(4,O) 

Xtg,~) = 2e(O,O) + 2e(O,I) + e(2,O) + e(O,2) + e(2,1) + e(O,3) 

Xdom _ 3e(O,O) + 3e(O,I) + 2e(2,O) + e(O,2) + e(2,I) 
(2,1) -

Xdom _ 2e(O,O) + e(O,1) + e(2,O) + e(O,2) 
(0,2) -

X'tU;) = 2e(O,O) + e(O,1) + e(2,O) 

Xtg.':,) = e(o.o) + e(O,I) 

Xdom - e(O,O) 
(0,0) -

show that for sp(4)k, R-I takes the form 

-I I 
Rsp(4)k = 4(k + 3)2 (2IN(o,o) - 3N(o,l) - 6N(o,2) - 3N(O,3) 

+ 6N(2,1) - 3N(4,O) - 3N(o,3) + N(2,2)} 

e) Check this result for k = I, 2. 

f) The aim of the last part of the exercise is to demonstrate the general expression of R- I • 

Use the Verlinde formula to obtain: 

" va" S~{ Sji.{ 
R).ji. = ~Niji. N va = ~ 2 .. . S. 

V,<1 {O{ 

Deduce the following form for (R- I )f: 
(R-I)f = LS~{ Sji.{ S~{ 

{ 

Finally, observe that D p evaluated at the special point 

2ni 
~{ = - k + g (~, p) 

(_I)IA+I 2 2 

IPIQVI(k+g)' [Dp(~{)] =SO{ 

S~{ can thus be expanded in terms of the finite characters. Setting 

S~{ = L dY XY(~{) 
yeP+ 

for some numbers d Y , obtain 

(R-I)fx = L dY Ni/ 
yeP+ 

which, in matrix notation, reads 

R- I = L dY N~k) 
yeP+ 
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16.9 su(N) depths 
Prove that the depth of the weights in the su(N) fundamental representations is given by 
Eq. (16.99). 

16.10 Pieri and Giambelli formulae 

a) Complete the detail of the proof of the Giambelli formula (16.114) from Eq. (16.112). 

b) From the Littlewood-Richardson rule, derive the Pieri formula for the product 

Yi ® {i l ;···; in} 

c) Using this new Pieri formula, prove Eq. (16.123). 

16.11 One-variable description of the fusion ring 
We recall that the associativity of fusion rules implies that the fusion matrices Nik), with 

entries N1~) v, form a representation of the fusion algebra 

N~k) N~k) = " Mk) v N~k) 
A Jl ~ Aft v 

VE~ 

and that their eigenvalues are the numbers yt). 
a) Show that a sufficient condition for the existence of a one-variable polynomial ring is 
the nondegeneracy of all the eigenvalues of at least one fusion matrix. 
Hint: The minimal polynomial of this matrix (see Ex. 8.18) is equal to its characteristic 
polynomial, hence the dimension of the ring it generates is equal to the degree of this 
polynomial, and therefore to that of the full fusion ring. 

b) We wish now to use this criterion to prove thatsu(3)k fusion rules can always be described 
in terms of a single variable. Show that the eigenvalues yt), U E ~ and ~ = k&o + WI, of 
the fundamental fusion matrix may be expressed as the sum of three complex numbers of 
modulus I, whose product is 1. 

c) Show that if 

for some real numbers a, b, c, d, then 

sin(c' - d') sin(a' + b') 

sina' sinb' sin(c' - d') 

with 

a' 
1 
2(a +b +c) 

c' 
1 
2(a +b +d) 

sin(b' - a') sin(c' + d') 

sin c' sin d' sin(b' - a') 

b' 
1 
2(c +d +a) 

d' 
I 
2(c +d +b) 

(16.206) 

Hint: Multiply both sides of Eq. (16.206) by ei (a+b+c+d)/2 and take the real and imaginary 
parts. 

d) Conclude that necessarily (c,d) = (a,b) mod 11: (or any of the five other permutations 
of (b,a), (a, -a - b), (-a -b,a),(b, -a - b),(-a -b,b» and deduce the property (a) 
for SU(3)k fusions. 

e) Use Eq. (14.255) to argue that the condition of (a) always fails for su(N) when N > 2 
and k are both even, due to the presence of pairs of fixed points associated with the zero 
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eigenvalue (again for a fundamental fusion matrix, with A = W; for some i). Generalize this 
statement to all values of N for which the center of su(N) has a nontrivial subgroup. 

16.12 Fusion coefficients by level-rank duality 
Using the su(3) fusion rules given in Eq. (16.195) at level 4, obtain the fusion coefficients 
for 

[1,2,1] x [2,1,1] 

by an appropriate action of the outer automorphism and derive, by level-rank duality, the 
SU(4)3 coefficients for 

[1,1,0,1] x [1,1,1,0] 

16.13 Level-rank duality of quantum dimensions 
Show that 

Vi..=Vi.. t 

with i E SU(N)k and i l E SU(k)N. Use this relation to compute the quantum dimension of 
an arbitrary SU(N)2 integrable weight. 

16.14 Level-rank duality for multiplicities on outer-automorphism orbits 
For i E SU(N)k and i l E SU(k)N, show that 

mN(i) = mk(il ) 

where mN(i) denotes the multiplicity of X in the orbit {X,ai, ... ,aN-I X} and mk(XI) is 
the multiplicity of Xl in the orbit {XI,aXI, ... ,ak-IXI}. 

16.15 su(3) fusion threshold level 
Complete the derivation of the formulae (16.101)-( 16.1 06) sketched in App. 16.A. In partic­
ular, show that when the product of elementary couplings EIE3Es is forbidden, whichever 
of E I,E3, or Es does not appear in the decomposition can be determined in terms of the 
Dynkin labels of the weights of the triple product. Obtain the explicit values of Cmin and 
cmax , derive similar bounds for a and e associated with the other possible decompositions, 
and recover Eq. (16.106) with kgun and k;F defined in Eq. (16.102). Finally, show that the 
threshold level associated with the coupling described by the su(3) Berenstein-Zelevinsky 
triangle (13.211) can be written explicitly in terms of the entries of the triangle as 

ko = max(l13 + AI + A2, ml3 + ILl + 1L2, nl3 + VI +~) 

16.16 Generating function for fusion rules 
The generating function for tensor-product coefficients is given by a sum over all possible 
couplings 

G(L,M,N) = L NA/l v LAM/lN" 
A,/l,VEP+ 

in terms of some dummy variables L;, M;, N;, where 

r 

LA = n L;Ai 
;=1 
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and similarly for Mil and N". The su(2) generating function reads 

3 

G = [(1 - L IM I)(1 - L IN I )(1 - MINI)r1 = TIo - E;)-I 

;=1 

in terms of the elementary couplings (16.185). (More precisely, the elementary couplings 
are EI = LIMI, E2 = LINI , E3 = MINI' This shows why when taking products of the 
E; 's, we add the corresponding Dynkin labels.) Fusion rule generating functions can be 
defined in a similar way as 

00 

G(L,M,N;d) = Ldk L Ni.~~LAMIlN" 
k=O A.Il."E~ 

where the extra dummy variable d keeps track of the level. 

a) Prove that for SU(2)k 

3 

G(L,M,N;d) = (l-d)-I TI (l-dE;)-1 
;=1 

by showing that this reproduces the SU(2)k fusion rules. 

b) What is the origin of the prefactor (1 - d)-I? Argue that it must be present for any affine 
Lie algebra, and that it automatically implies the inequality (16.90). 

c) Obtain the fusion rule generating function for su(3). 
Hint: The generating function for tensor products can be written as 

8 

G = (TI(1- E;)-I(1- F) 
;=1 

where F denotes the forbidden coupling. 

Notes 

The simple way outer automorphisms act on fusion coefficients was found by Gepner and 
Fuchs [169]. The Kac-Walton formula was discovered in Refs. [348, 214] and proved in 
Ref. [349, 153]. The same result has been obtained independently in Ref. [156, 184] from 
the point of view of quantum groups. The construction was also anticipated in Ref. [330]. 
(Exercise 16.2 is in the spirit of a conjecture of Ref. [156], which turned out to be wrong: a 
counterexample is given in the footnote to Ex. 16.2, which is taken from Ref. [246].) The 
concept of quantum dimension in conformal field theory is due to Verlinde [340] (see also 
Refs. [11,290] and the review [147]). It was used in fusion rules by Fuchs and van Driel 
[154] (Ex. 16.7 is adapted from this reference). The depth rule is due to Gepner and Witten 
[172] and its formulation was sharpened by Kirillov et al. [237]. The idea of a threshold level 
first appeared in the work of Cummins, Mathieu, and Walton [84], where fusion-generating 
functions are also introduced (cf. Ex. 16.16). 

The explicit formula for the SU(2)k fusion coefficients was obtained by Gepner and Wit­
ten [172] and by Zamolodchikov and Fateev [365]. (Exercise 16.4 is taken from Ref. [236].) 
The SU(3)k formula was derived by Begin, Mathieu, and Walton [34]. (The related Ex. 16.15 
is adapted from this reference and Ref. [237]). Berenstein-Zelevinsky triangles were applied 
to fusion-rule calculations in Ref. [237] and this was further developed in Ref. [33]. The 
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combinatorial description of fusion rules presented in Sect. 16.2.4 is taken from Refs. [184, 
83]. Handle operators are studied along the lines of Ex. 16.8 in Refs. [81,82,200). 

The concept of simple currents is due to Intriligator [199] and Schellekens and 
Yankielowicz [319, 320]. Simple currents can be used to define the center of a rational 
conformal field theory by S duality. The complete classification of simple currents in WZW 
models is due to Fuchs [146]. 

Fusion potentials were introduced by Gepner [168]. Some of the underlying ideas can 
also be found in the mathematical literature (Ref. [184]). Our presentation follows closely 
the spirit of Ref. [168], but the notation and the discussion of the classical results are in 
the line of Fulton and Harris [155]. Further developments on fusion potentials (as far as 
WZW models are directly concerned) can be found in Refs. [100,51,81,171,200,3,28] 
(Ex. 16.11 is taken from the first reference). 

The theoretical importance of fusion potentials has not been addressed in the main 
text. It points in two main directions. One is a close connection with the chiral algebra in 
N = 2 supersymmetric conformal field theories and the gk fusion algebra. The other related 
object is more mathematical: the cohomology of Grassmannian manifolds (the set of all 
L-dimensional planes in CL+M ; see for instance Ref. [188]). Briefly stated, the determinant 
method for tensor-product calculations is simply the mUltiplication structure giving a ring 
structure to the cohomology group of these manifolds. The multiplication in this context is 
dual to the intersection of the basic homology cycles (the so-called Schubert cycles). Hence, 
to the k truncation, we can associate a new geometric object, the quantum cohomology of 
Grassmannians (Refs. [200, 339, 360)). 

Level-rank duality was first discovered in mathematics, in the context of affine branching 
rules (see the notes for the following chapter). A level-rank duality was later observed for the 
Boltzmann weights of a generic class of two-dimensional statistical models (RSOS) based 
on SU(N)k by Kuniba and Nakanishi [247], and it was shown that this equiValence implies 
the equality of the fusion coefficients of the dual theories. The duality between SU(N)k and 
SU(k)N WZW models was discovered independently by Naculich and Schnitzer [276] from 
a different point of view, namely, as a duality between holomorphic blocks of four-point 
functions. Generalizations are presented in Mlawer et a1. [269]. The proof ofEq. (16.168) 
can be found in Altschuler, Bauer, and Itzykson [9]. A method for calculating SU(N)k and 
sp(N)k fusion rules by exploiting the level-rank duality is presented in Ref. [83]. 



CHAPTER 17 

Modular Invariants in WZW 
Models 

The characters of the integrable representations of an affine Lie algebra at fixed 
level have been shown to be covariant under modular transformations. These char­
acters have subsequently been identified with those of the WZW primary fields. 
More precisely, a WZW primary field is associated with both a left and a right 
integrable highest weight, and its descendants are associated with the different 
states in the tensor product of the two modules. To a large extent, the holomor­
phic and the antiholomorphic sectors can be studied independently. However, they 
must ultimately be combined to form a modular-invariant partition function. The 
construction of modular invariant partition functions is the subject of the present 
chapter. 

There is a natural way of combining the holomorphic and antiholomorphic 
sectors in the WZW model with spectrum-generating algebra gk for which each 
primary field has the same transformation property (i.e., it transforms in the same 
representation of g) in both sectors and each integrable representation occurs once 
and only once. As previously stressed, in order to see whether this can produce 
a physically sensible theory, we must verify the modular invariance of the cor­
responding partition function. We show in Sect. 17.1.2 that it is indeed so. This 
should not be too surprising: it is a feature that has already been encountered 
with minimal models. But this reference also suggests that other spectra could be 
compatible with modular invariance. Indeed, we recall that for some values of the 
central charge, it has been found that a subset of the fields in the Kac table can be 
closed under fusion and have a modular-invariant partition function. The physical 
spectrum of the three-state Potts model provides the simplest example of this phe­
nomenon. It also illustrates the physical importance of nondiagonal spectra. The 
essence of this chapter is the elaboration of techniques for generating analogous 
invariants in the class of WZW models. I 

1 To avoid any confusion on terminology. we stress that models with diagonal or nondiagonal spectra 
are both referred to as WZW models. 
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In a first stage, two general ways of producing physical nondiagonal modular 
invariants are presented in detail: one is based on outer-automorphism groups 
(Sect. 17.3) and the other relies on algebra embeddings (Sect. 17.5). Almost all 
modular invariants can be produced by one of these two methods. The complete list 
of modular invariants in the gk-WZW model is known only for .m(2) and su(3). 
In the su(2) case, a remarkable relation with ADE algebras emerges. The result of 
these classifications is given in Sect. 17.7 (but their completeness is not proven). 

The classification of modular-invariant WZW partition functions is an important 
problem. Anticipating the basic role of conformal-model building blocks played 
by WZW models, we can glimpse that the classification of rational conformal field 
theories with affine Lie spectrum-generating algebra is a key step in the classifi­
cation of all physical modular invariants. In particular, once the su(2) structure 
underlying the minimal models has been unraveled (cf. Chap. 18), the results pre­
sented here on the classification of the SU(2)k modular invariants will be directly 
reinterpreted as a classification of minimal models modular invariants. On the 
other hand, despite limited success on the general classification issue, the results 
for §U (2) and su (3) hint at the existence of a deep and rich mathematical structure 
underlying these problems. 

On this subject of classification, a powerful result states that any modular in­
variant is either obtained from a diagonal invariant by a permutation of the fields 
in one sector (necessarily an automorphism of the fusion rules), or it is a diagonal 
invariant (more generally a permutation thereot) in a hidden form, namely in a the­
ory with a larger symmetry algebra. This result is discussed in Sect. 17.8. Although 
remarkably simple and general, it marks out neatly the limit of our understanding 
of the fine structure of the theories underlying nondiagonal modular invariants: 
most of these extended algebras are not affine Lie algebras, and almost nothing is 
known about their structure. 

A straightforward way of generating permutation invariants is to use the Galois 
symmetries of the WZW models. Galois symmetries are introduced in Sect. 17.9. In 
addition to being a constructive tool for obtaining new invariants, these symmetries 
yield efficient constraints in modular-invariant hunting. 

In a final section, we describe a striking relationship between graphs and modu­
lar invariants. In particular, we show that the ADE structure underlying the SU(2)k 
modular invariants can be traced back to the basic properties of the adjacency ma­
trix of the corresponding Dynkin diagrams. This observation allows us to associate 
a generalized Dynkin diagram with each SU(3)k invariant. For those SU(2)k and 
SU(3)k invariants that do not originate from an automorphism of the fusion rules, it 
is also found that the graph algebra coded in the adjacency matrix (which is viewed 
as the fusion matrix of the fundamental representation) has a graph subalgebra that 
is exactly the same as the fusion algebra of the extended theory. 

A method for calculating the branching rules in semisimple conformal embed­
dings (defined in Sect. 17.5) is revealed in App. 17.A and illustrated for su(N) 
algebras. In App. 17.B, we present the classification of the c = 1 theories, by using 
orbifold techniques; it reveals another remarkable ADE classification scheme. The 
operator content of these different theories is also displayed. 
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17.1.1. The Construction of Modular-Invariant Partition 
Functions 

721 

In a theory with affine spectrum-generating algebra gk' the full Hilbert space 1t 
decomposes as: 

1t = E9 Mi~ Li ® L~ (17.1) 
i,~eP:) 

where, as usual, the tensor product reflects the separation into holomorphic and 
antiholomorphic sectors and M i~ gives the multiplicity of the combined modules 
Li ® L~ in the Hilbert space. The partition function of a conformal field theory 
takes the form 

Z(q) = Tr'}i qLo-cl24 ijLo-cl24 (17.2) 

In the present case, the trace over 1t can be broken into a sum of traces over 
irreducible affine modules. The partition function can thus be expressed in terms 
of the affine characters. With q = e2rriT and ij = e-2rrir , it reads: 

Z(r) = L Xi(r) Mi~ X~(r) (17.3) 

UE~ 

where M i~ can be reinterpreted as the multiplicity of the primary field which, 
under G(z) x G(z), transforms with respect to the A and ~ representations of g, 
respectively. Since it specifies the physical spectrum of the model, M is usually 
called the mass matrix. This form of the partition function is not quite satisfying 
for WZW models because the extra Lie algebra symmetry is not fully taken into 
account. In other words, some parameters required for a full characterization of 
the spectrum are missing. These are simply the parameters ~ and t appearing in 
the expression of the specialized characters (cf. Sect. 14.4). Although t is not 
necessary, the ~ dependence is needed to distinguish charge conjugate characters. 
However, in order to lighten the notation, we omit these extra parameters in most 
of the following expressions.2 

We recall the modular transformation matrices for the characters of the 
integrable representations of gk: 

Xi(r + 1) = L 'Ts.jlXjl(r) 
jlE~ 

Xi(-lIr) = L SijlXjl(r) 
jlE~ 

2 This complete partition function is often written under the form 

hi - hi 
Z(q,Xi) = Tr1{ q LO-cl24Xi 0 ijLo-cl24Xi 0 

where Xi = e-21fizi with Zi defined by I; = Li Zia( • 

(17.4) 
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where 
rr.. _ ~. e21ri(h; -cl24) 
.li/i - u)../i 

Si/i = K L E(w)exp {- k27ri (W(A + p), f.L + P)} 
WEW +g 

(17.5) 

The multiplicative constant K is fixed by unitarity and the requirement Soo > O. 
We recall also, from the general discussion of Chap. 10, that the modular 

invariance of the partition function translates into the following conditions on 
M: 

TtMT = StMS = M (17.6) 

or equivalently 

[M,S] = [M, T] = 0 (17.7) 

Hence, M must lie in the commutant of Sand T. 
In addition to being modular invariant the partition functions must satisfy the 

following obvious physical conditions: 
(a) Mi~ must be a nonnegative integer. 
(b) Moo = 1 for the vacuum state to be unique. 
(As usual, 0 stands for kwo.) An invariant satisfying conditions (a) and (b), is said 
to be a physical invariant.3 The next subsection deals with the simplest physical 
invariant. 

17.1.2. Diagonal Modular Invariants 

The natural spectrum alluded to in the introduction corresponds to a mass matrix 
with entries 

Mi~ = 0ig 

that is, M = I. The partition function is thus simply 

Z(r) = L Xi(r)Xi(f) 
iE~ 

(17.8) 

(17.9) 

Given the unitarity of both T and S, this partition function is obviously modu­
lar invariant, i.e., T and S obviously commute with I. Such a theory, in which 
all integrable representations appear exactly once and all the fields have equal 
holomorphic and antiholomorphic conformal dimensions, is said to be diagonal. 

M = I gives thus an example of a mass matrix associated with a physical 
invariant. Modular invariants with M different from I will be called nondiagonal. 

3 It appears that conditions (a) and (b) are not quite sufficient to fully specify well·defined theories. 
For example, a physical invariant could lead to a theory with noninteger fusion coefficients, which is 
clearly not acceptable. At this time, a complete set of conditions that must be satisfied by a physical 
invariant to qualify it as a genuine rational confonnal field theory is not known. 
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17.1.3. The Search for New Modular Invariants 

A direct and constructive attack to the problem of finding all modular invariants 
would consist in first obtaining all the mass matrices that lie in the commutant 
of the modular group and then selecting among the solutions those for which the 
above two physical conditions are satisfied. Although tractable for SU(2)ko this 
approach is not useful in general because the dimension of the commutant grows 
very rapidly with the rank and the level. For instance, for SU(N)ko it behaves like 
(k + N)2N for large k and N. In sharp contrast, the number of physical solutions 
at each level is very small (typically 1 or 2). This clearly indicates the inefficiency 
of this approach.4 

We will instead approach this problem from a more modest (and more physical) 
point of view, by developing methods by which new physical invariants can be 
constructed out of the diagonal ones just found. Three such methods are known: one 
involves a sort of twisting (the method of outer automorphisms, which is an Abelian 
orbifold construction), another one amounts to an immersion into a larger theory 
(conformal embeddings), and the third one corresponds to a modular-invariant 
permutation of the fields associated with an automorphism of the fusion rules 
(Galois permutations). These methods always produce sensible physical theories. 
Unfortunately, none of these prove to be complete; that is, all known physical 
invariants cannot be generated by only one of these techniques. There are other 
methods for generating modular invariants (for example, block-diagonal invariants 
can be obtained by Galois symmetries), but these are not guaranteed to be physical. 

§ 17.2. A Simple Nondiagonal Modular Invariant 

The first method for constructing nondiagonal modular invariants will be 
introduced in a very pedestrian way, by means of a simple su(2) example. 

Consider the su(2h modular S matrix 

S=~(~ .;; -~) 
1 -,J2 1 

(17.10) 

where fields are ordered by increasing values of their finite Dynkin labels: 
(0), (0, (2), of respective conformal dimension 0, ft" 4. Looking at the first and 
third rows of the matrix, we see that the combination XO + X2 decouples from 
XI. (The subscript gives the value of the corresponding finite Dynkin label and 
parentheses are omitted.) Thus, at first sight, it seems that 

IXo + x212 = Ixol2 + IX212 + XOX2 + X2XO (17.11) 

could qualify as a modular-invariant partition function. It would then describe 
a theory containing fields transforming differently in the holomorphic and anti­
holomorphic sectors, corresponding to the last two terms in the above equation. 

4 Unfortunately, the precise characterization of the physical commulant is still an open problem. 
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However, it is not quite modular invariant: under r -+ r + I, it transforms into 
IXo - xzlz because hz - ho = 4. 

The SU(2)3 model offers no analogous possibilities (and this generalizes to all 
odd values of k), so we tum to the SU(2)4 model: 

2 
o 
-2 
o 
2 

~~) 
-../3 

1 

(17.12) 

Again fields are ordered in increasing values of the conformal dimension: 0, i, ~, 
i, 1. Here we see that XO + X4 together with Xz decouple from Xl and X3 and so 
transform among themselves. Furthermore, since h4 - ho E Z, the combination 

cllxo + x41z + czlxzlz (17.13) 

is T invariant. Under a S transformation, it is changed into 

Cl z Cz z 
"3lxo + X4 + 2Xzl + "3lxo + X4 - Xzl (17.14) 

Hence, the ratio C2/CI is fixed by S invariance to be 2. Finally, c) must be unity 
for the vacuum to be unique. As a result, the partition function 

(17.15) 

is modular invariant and satisfies all our physical requirements. Compared to diag­
onal theories, its field content differs in two respects: some fields are not spinless 
(h =1= it), and one field appears more than once. Although it has a field content 
different from that of the diagonal SU(2)4 model, it has the same central charge.5 

Hence, as for the minimal models, the central charge of the WZW model is not 
sufficient in general to characterize a theory uniquely. 

It should be clear that the fields that have been discarded in this operation, 
associated with the characters Xl and X3, cannot be used to form a sensible theory 
by themselves since there would be no vacuum. 

The mechanism behind the decoupling of some of the fields and the occurrence 
of multiplicity-2 fields described here is identical to the one at work in the three­
state Potts model. More than that: from the coset construction to be introduced in 
the following chapter, it turns out that the invariant (17.15) is actually a building 
block of the partition function for the three-state Potts model! From this point of 
view, the fact that the partition function (17.15) is the simplest su(2) nondiagonal 
invariant shows that the Potts model is the simplest unitary minimal model that 
has a nondiagonal partition function. 

S We recall that the central charge is read off the small q behavior of the partition function: Z -
(qq)-cI24; here c = 2. More generally, in any unitary theory the leading contribution comes from the 
vacuum character xo, always present in a physical modular invariant. Therefore, the different modular­
invariant partition functions that can be built from a given set of fields with positive dimensions (and 
allowing repetitions) all have the same central charge. 



§ 17.2. A Simple Nondiagonal Modular Invariant 725 

We now analyze the structure of this new modular invariant. First we notice that 
"odd" fields, those with odd finite Dynkin labels, do not appear in the spectrum of 
the new theory. Comparing Eq. (17.15) with the SU(2)4 diagonal invariant, we see 
not only that "odd" fields are absent, but extra fields have been introduced: XOX4, 
X4XO and X2X2. Since k = 4, we observe that the two fields that are combined in the 
square modulus, namely [4,0] and [0, 4], are related to each other by a permutation 
of their Dynkin labels, that is, by an action of the outer automorphism a, where: 

aX = a[k - n, n] = [n, k - n] (17.16) 

On the other hand, the field [2,2] is neutral under the action of a. The extra fields 
are thus all of the form Xn Xk-n. 

These are the key features of a general method for constructing nondiagonal 
modular invariants out of diagonal ones: 
(i) a projection onto states invariant under some discrete group H (here a projection 

onto even states, the discrete group being thus Z2); 
ii) the incorporation of additional fields transforming differently with respect to 

left and right transformations of G, called twisted fields. 
To preserve the finite Lie group symmetry of the theory, the discrete group, 

under which part of the states are invariant, must be chosen among the subgroups 
of the center B( G) of G, where G is the symmetry group of the initial diagonal 
theory.6 Indeed, B( G) is the largest possible discrete invariance group of the model. 
In our example, G = SU(2) and H = B(SU(2» = Z2. 

Removing some states in a modular-invariant theory is bound to break modular 
invariance. To restore it, we have to introduce extra states, the twisted sector. The 
operators responsible for this twisting, the operators that generalize a, must be 
some sort of dual of the elements of the center, in order to maintain a compatibility 
between the projection operation and the twisting. From the above example, these 
are expected to be the outer automorphisms of g. That these are the right objects 
can be guessed also from the isomorphism between B( G) and the group of outer 
automorphisms O(g) described in Sect. 14.2.3, which actually makes elements of 
B(G) and O(g) "S duals" of each other, as shown in Sect. 14.6.4. 

Before turning to the general procedure, we point out that exactly the same 
construction found above for k = 4 is possible for all values of k = 4i, that is, 

U-2 

Z = L IXn + X4l_nI 2 + 21xul2 

n=O 
ne2Z 

(17.17) 

is modular invariant. In the terminology of Chap. 10 (cf. Sect. 10.7.3), this invariant 
is block-diagonal. For k = 4i - 2 there is also a nondiagonal modular invariant 
(which, in contrast, cannot be put in a block-diagonal form). However, in this case 

6 A generalization of this construction, for which the discrete group is no longer required to be a 
subgroup of the center, is presented in App. 17.B. In such case, the resulting partition function cannot 
be expressed in tenns of the characters of the affine Lie algebra. 
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the situation is slightly more complicated, as odd fields reappear in the twisted 
sector. The detailed structure of these theories will be derived later. 

§ 17.3. Modular Invariants Using Outer 
Automorphisms 

17.3.1. The General Construction 

We now present the general method underlying the SU(2)4 nondiagonal invariant, 
considered from the point of view of outer automorphisms. This method gives 
a systematic way of obtaining physical nondiagonal modular invariants from the 
diagonal ones. 

The first step of the construction consists in projecting the Hilbert space of the 
diagonal theory onto the B(G) invariant states. (Clearly, any discrete H C B(G) 
could be considered. For definiteness, we will choose H = B( G), but the possible 
generalizations should be kept in mind.) If we let b be a generator of B( G) of order 
N, that is, bN = 1,7 the desired projection is 

1 N-I 

B= NLbq 

q=O 

The action of b on characters is defined naturally by: 

bx~ = x~b(i) 

(17.18) 

(17.19) 

where b(i) is the b eigenvalue on i. Indeed, the action of b on a highest-weight 
state can be lifted to the character because it commutes with the algebra generators; 
hence, all the states in a representation share the same b eigenvalue. As a result, 
the projection operation does not break up any representations; it simply excludes 
some. For instance, B(SU(2» = {l,b} with 

bi = ie-mAl (17.20) 

so that 

(17.21) 

Thus, from the diagonal theory, only those primary fields that are B( G) invariants 
are preserved: 

L X~(t") B X~Cr) = L X~(t") x~(r) (17.22) 

~E~ ~E~ 
B~=~ 

7 For simplicity, we restrict the analysis to the case in which the center is '.l.N. Thus, the only case 
untreated by the present analysis is Du. 
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As already mentioned, the natural operator description of the twisted sectors is 
provided by 

(17.23) 

acting on the diagonal invariant projected onto B( G) invariant states, with 

(17.24) 

Here A is any nontrivial element of the outer-automorphism group O(g) (cf. 
Sect. 14.2). This leads to the candidate mass matrix M = AB. We already know 
that the role of A and b get interchanged by an S transformation. Thus, under 
'[" ~ -lh, M will transform into SA. But the point is that SA =1= AS simply be­
cause in generalAb =1= bA. (This noncommutativity does not show up in the simple 
example we have considered above.) Indeed, the b eigenvalue depends upon the 
finite Dynkin labels, and these are modified by the action of A. Therefore, we need 
to introduce some sort of symmetrized product 0, such that 

Aob=boA (17.25) 

We will show below how this product can be defined. Granting its existence, we 
now expect the following mass matrix 

1 N-\ 

M=AoS= N LAPobq 

p.q=O 

to produce a modular-invariant theory. This is indeed the correct result.8 

(17.26) 

The rest of this subsection is divided into two parts. We first introduce the 
product ° and then we establish the modular invariance of Eq. (17.26). In the 
following subsection, we will verify the additional constraints M i.,~ EN, Moo = 1 
and derive a consistency condition for this whole procedure. Finally, these results 
will be used to derive nondiagonal su(2) invariants. 

A SYMMETRIZED PRODUCT 

We recall that to every element b E B( G), there corresponds an element A E O(g) 
via 

bi = i b(A) = i e-2m(Aa.o,A) (17.28) 

We consider now the commutation of b, assoCiated with A, with another element 
of the group of outer automorphism, A'. For this, we evaluate the product bA' on 

g The matrix notation is quite convenient but could be the source of some confusion. So we stress 
that the matrix element of a term of the form Ab is 

(17.27) 

where b(~) is the b eigenvalue of~. 
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some i E Pi, using the explicit form of A'i given in Eq. (14.98): 

bA'i = A'i b(A'i) 

= A'i e-2l1"i(AWoA'.\.) 

= A'i e-2lrik(AWoA'Wo)e-2l1"i(AWo,WA'A) 

(17.29) 

According to Eq. (14.114), in the second exponential factor of the last equality, 
we can simply let w A' = 1, since A is an integrable weight: 

Since this is just the eigenvalue of b on i, we can write 

bA' = A'b e-2l1"ik(AWoA'Wo) 

(17.30) 

(17.31) 

Therefore the actions of O(g) and B( G) do not commute. But this shows precisely 
how the symmetrized product 0 can be defined: 

A' 0 b == A'b e-ikll"(AciloA'cilo» 

boA' == bA' eikll"(AWoA'cilo» 

leading to the desired result: 

A' ob =boA' 

We note in particular that by using 

(AP&1o,Aq&1o) = pqlA&1012 mod 1 

which follows directly from Eq. (14.118), we have 

AP 0 bq = APbq e-lI"iqpkIAWoI2 

(17.32) 

(17.33) 

(17.34) 

(17.35) 

The particular element A appearing in the expression (17.26) is precisely the one 
related to b via Eq. (17.28). This does not induce any restriction because any other 
element A' can be written as an appropriate power of A, and the two summations 
in Eq. (17.26) are independent. Thus, in terms of an arbitrary nontrivial element A 
of the outer-automorphism group, the partition function Z is 

Z - ~ x' M·· X-, - L..J A A~ ~ 

UE~ 

- ~ ~ ~ X· X- • e-2lriq(Acilo'~)e-mpqkIAWoI2 
- N . ~ L..J A AP~ 

A,~E~ p.q=O 

(17.36) 

The first phase factor corresponds to the bq eigenvalue, and the second one comes 
from the newly defined product o. 

MODULAR INV ARIANCE OF THE PARTITION FUNCTION 

We first recall how A acts on the modular matrix S (cf. Eq. (14.255) of Sect. 14.6.4): 

AS· - S. e-2lri(AWo".t} 
Ai< - Ai< (17.37) 
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More compactly, this is just st AS = b, whose transposition reads 

SA/St = b ==} StbS =A-1 (17.38) 

since both Sand b are symmetric matrices (thus unaffected by a transposition) and 
AI = A -I, which is always so for a permutation matrix. 

We can now check the S invariance of Eq. (17.26) in a few straightforward 
steps: 

1 N-I 

StMS = N L StAPSoStbqS 
p,q=O 

1 N-I 

= N L bPoA-q 
p,q=O 

(17.39) 

Indeed, the 0 product is symmetric, and A -q = AN -q = A l for e = N - q. 
For the T transformation, we start from 

(Tt AT)iA = 8i,AA e-2Jri[hA~ -hAl 

With another application of Eq. (14.250), we see that 

h . _ IA(iL + ,0)12 - Ipl2 
A/l - 2(k + g) 

= hA + (k; g) IAWol2 + (AWo, WA(IL + p» 

(17.40) 

(17.41) 

Substituting Eq. (17.41) into Eq. (17.40) and again ignoring the factorwA, we see 
that the identity (cf. Eq. (14.285» 

(the first equality holds because the phase is ±1) leads to 

(Tt AT)iA = 8i,AA e-rrikIAcaoI2_2Jri(Acao,/l) 

This result can be written compactly as 

TtAT=Aob 

On the other hand, b, being a diagonal matrix with entries9 

(b)U = e-2rri(Acao,),,) 

is clearly unaffected by the action of T, so that 

TtbT=b 

These two equations make the T invariance of M obvious. 

(17.42) 

(17.43) 

(17.44) 

(17.45) 

(17.46) 

9 For the matrix elements of b. we write unnecessary parentheses to avoid any confusion with 
branching functions. 
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17.3.2. Constraints on the Partition Function 

UNIQUENESS OF THE VACUUM 

The vacuum state belongs to the diagonal part of the partition function, namely 
the untwisted sector: 

(17.47) 

Since (bq)oo = lforallq (cf. Eq. (17.45», the constraint Moo = 1 is automatically 
implemented by the construction. 

INTEGRALITY OF THE MASS MATRIX 

An explicit mass-matrix element reads 

1 N-I N-I 
M- A - _ ~ ~A ~ e-21riq(ASJo,/L)-:rripqk IASJo12 

J..p. - N ~ UJ..,APp. ~ 
p=O q=O 

(17.48) 

Each term in the summation over q is an N -th root of unity. Thus, the sum over q 
vanishes unless 

e-2:rri(ASJo,/L)-:rripk IASJoI2 = 1 (17.49) 

in which case the sum is equal to N. Hence Ms..p. can be rewritten as 

N-I k 
Ms..p. = L os..,App. 01 «AWo, J-L + P2 AWo» 

p=O 

(17.50) 

where 

() {
I if XEZ 

01 x = o otherwise 
(17.51) 

The form (17.50) makes manifest that M s..p. is a nonnegative integer. So the 
integrality of the mass matrix is also guaranteed by the construction. 

A CONSISTENCY CONDmON 

Since bN = 1, Ms..p. must not be affected by the replacement bq ~ bq+N • This 
clearly forces 

N(AWo, J-L + P; AWo) = 0 mod 1 (17.52) 

We have already checked that N(AWo, J-L) must be an integer (Eq. (14.119». We 
are thus left with the constraint: 

~kIAWoI2 E Z (17.53) 

This condition will place some restrictions on the level. 
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17.3.3. su(2) Modular Invariants by Outer Automorphisms 

We now apply the general technique developed in the previous subsection to obtain 
nondiagonal su(2) modular invariants. The center of SU(2) is Z2. To the two 
elements of the center, there correspond two outer automorphisms, the identity and 
a, defined in Eq. (17.16), which interchanges the two Oynkin labels of the SU(2)k 
affine weights. Obviously, the identity (A = /) is associated with the diagonal 
modular invariant: the conditions (17.50) and (17.53) give no constraints. We 
consider then the modular invariant generated by the nontrivial outer automorphism 
A = a. Since 

A 2 A 2 1 
laWoI = IwI! = 2 (17.54) 

Eq. (17.53) requires k to be even. With {L = [k - n, n], the argument of 81 in 
Eq. (17.50) is 

( A pk A) n kp 
aWo,j.L + T aWo ="2 + 4 (17.55) 

We will treat separately the cases k = 4l and k = 4l - 2, with l a positive integer. 
a) k = 4l ~ 4 
Mass matrix: 

Partition function: 

Mass matrix: 

Partition function: 

4l 

Z = L (XnXn + XnX4l-n) 
n=O 
ne2Z 

U-2 

= L IXn + X4l_nI 2 + 21xuI2 
n=O 
ne2Z 

4l-2 4l-3 

Z = L XnXn + L XnX4l-2-n 
n=O n=1 
ne2Z ne2Z+1 

4l-2 U-3 

= L IXnl2 + Ixu-d2 + L (XnX4l-2-n + X4l-2-nXn) 
n=O n=1 
ne2Z ne2Z+1 

(17.56) 

(17.57) 

(17.58) 

(17.59) 
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Thus, we get two infinite sequences of nondiagonal modular-invariant partition 
functions. We note that these two sequences have a rather different structure: in 
the first case one field has multiplicity two and the vacuum couples to another 
field, whereas in the second case a spinless odd field reappears in the spectrum as 
a result of the twisting process. Moreover, the modular invariants of Eq. (17.57) 
are block-diagonal and those ofEq. (17.59) are not. 

Other algebras can be treated in a similar way. 

§17.4. The SU(2)4 Nondiagonal Invariant Revisited 

In order to motivate the next general method for constructing nondiagonal modular 
invariants, we reconsider the SU(2)4 example from a new point of view. In this ex­
ample, the vacuum sector is mixed with the representation of highest weight [0,4], 
associated with a primary field of conformal dimension 1. By T invariance, only 
fields with integer dimension can be mixed with the identity, and the lowest value 
of the level at which the SU(2)k model has primary fields with integer conformal 
dimensions is 4. 

We have already encountered a theory in which there occur extra dimension-l 
fields at a particular value of the defining parameter. This is the free-boson theory 
compactified on a circle of radius R. At generic values of R there is only one 
dimension-l field (namely iiJq,), but for R = ...fi two new dimension-l fields 
appear: e±i..J'it/>. These two extra fields, together with iiJq" generate the su(2)t 
algebra. Thus, in that case, the presence of extra dimension-l fields translates into 
an enhancement of the spectrum-generating algebra, from u(l) to su(2)t. Note 
that both affine algebras have the same Sugawara central charge, namely c = 1. 

We now try a similar interpretation for the SU(2)4 case. The five states of the 
module L[O.4] at grade 0, which have conformal dimension 1, are then reinterpreted 
as five states occurring at grade 1 in the new vacuum module considered from 
the point of view of the enlarged algebra. The number of states at grade 1 in 
the vacuum module gives the dimension of the adjoint representation (i.e., the 
number of generators) of the corresponding finite algebra. Hence, these extra five 
states should correspond to five new generators which, together with the three 
su(2) generators already present, form the generators of the extended algebra. 
That yields eight independent current-algebra generating fields. It hints that this 
new algebra is su(3). But at which level? This is easily answered by comparing 
the central charge for SU(3)k with that of SU(2)4: 

8k 
--=2 ~k=1 
k+3 

(17.60) 

To test the consistency of this interpretation, we look at the second part of the 
SU(2)4 invariant: 21x212. It naturally suggests an interpretation in terms of two 
conjugate su(3) fields, which singles out [0, 1,0] and [0,0,1]. This identification 
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is supported by the equality of the involved conformal dimensions 

1 
h[2,2) = h[o,l,o) = h[o,o,l) = "3 

As a decisive confirmation, the (restricted) character identities 

X[4,O) + X[O,4) = X[1,O,O) 

X[2,2) = X[O,I,O) = X[O,O,I) 
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(17.61) 

(17.62) 

can be checked in perturbative expansion of q. Actually, these character relations 
are nothing but the branching rules found in Eqs. (14.272) and (14.273), rewritten 
in terms of the normalized characters. 

We have thus found a new interpretation of the nondiagonal SU(2)4 in terms of 
the su(3)1 diagonal invariant. Finding the general mechanism to go in the reverse 
direction will provide us with a method for generating nondiagonal invariants from 
diagonal ones (and this will always produce block-diagonal invariants). Obviously, 
the above interpretation is possible because su(2) can be embedded into su(3). 
Moreover, the affine extension of this embedding must preserve the Sugawara 
central charge. This turns out to be a very restrictive condition. Embeddings having 
this special property are the key to the general method we are looking for: their 
branching rules yield directly new nondiagonal invariants out of diagonal ones. 
But before getting to the heart of this new construction, various aspects of such 
embeddings must first be described. 

§ 17.5. Confonnal Embeddings 

Affine embeddings have been introduced in Sect. 14.7. Here we are interested in 
the subclass of affine embeddings that preserves the conformal invariance, a rather 
limited set, as the previous considerations suggest. In the first step, we derive a 
simple characterizing property for such embeddings, expressed in terms of the 
Sugawara central charge of the corresponding WZW models. Next, we display 
techniques for calculating branching rules well suited to these embeddings. 

17.5.1. Conformally Invariant Embeddings 

The representation space of the gk-WZW model is spanned by states of the form 

r-n/~n2 ... JJ..) (17.63) 

with nl ::: n2 ::: ... > 0, and the vacuum being g invariant 

J~JO) = 0 (17.64) 

A subalgebra truncation refers to a truncation of the space of states spanned by 
Eq. (17.63) to that generated by 

-, -h' 
Jc:...n / -n2 ... JPJ..) (17.65) 
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where ja' are the p generators (the indices a', b' ... run from 1 to dim p) and 'P 
is the projection matrix (Le., 'PA is the projection of A E g onto p) . Clearly the 
g-invariance of the vacuum entails its p-invariance. However, nothing ensures that 
such a truncation will preserve the conformal invariance, as the consideration of 
the energy-momentum tensor shows. Indeed, in the Sugawara energy-momentum 
tensor for the gk -WZW model, we can isolate a part formed by those combinations 
of generators of g that are in p. But there is a remainder. Due to the latter, the 
application of the Virasoro modes on states of the form (17.65) creates states that 
generically lie outside of this set. Whenever this is the case, the truncation breaks 
the conformal invariance. This is in fact the generic situation. 

However there are exceptions. We have already seen that for simply-laced alge­
bras at level 1 , the Sugawara energy-momentum tensor is equivalent to that obtained 
solely from the generators of the Cartan subalgebra. Therefore, in this particular 
case T g can be reexpressed only in terms of the generators of the subalgebra, and 
the conrormal invariance is manifestly preserved. 

A truncation preserving conformal invariance must thus necessarily satisfy 

(17.66) 

This equality can hold only when the corresponding central charges are the same: 

that is, 

kdimg 

k+g 
Xek dimp 

xek+p 

(17.67) 

(17.68) 

where we used the relation k = xek derived in Sect. 14.7 (xe is the embedding 
index defined in Eq. (13.250» and we denoted by p the dual Coxeter number of p. 

The following argument shows that Eq. (17.67) is indeed a sufficient condition 
for Eq. (17.66). If two theories have the same central charge, their difference (in 
the sense of the coset construction, to be introduced in Chap. 18) has zero central 
charge. Both theories under consideration are unitary by construction. Thus, their 
difference is also unitary and, having zero central charge, it is trivial. 

Embeddings that satisfy the condition (17.68) are called conformal embeddings. 
Quite remarkably, conformal embeddings exist only when k = 1. Indeed, 

consider the ratio: 

f(k) == C(gk) = xek + p dim g 
c(Pi) k + g xedim p 

(17.69) 

On the one hand, f(k) is a monotonically increasing function of k: 

df xeg-p dimg 
-- . >0 
dk - (k + g)2 xed1m p 

(17.70) 

since for peg, p is smaller than g and Xe ~ 1. On the other hand, 

C(gk) ~ c(Pi) ::::} f(k) ~ 1 V k (17.71) 
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Now suppose that there is an integer k' > 1 such that f(k') = 1. Then, for all 
k < k', we would have f(k) < f(k'); hence f(k) < I, in contradiction with the 
above inequality. Therefore, the only possible solutions ofEq. (17.68) are atk = 1. 
Thus, there is a finite number of possible conformal embeddings, and they have 
been fully classified. 

According to the above criterion, the embedding su(2) C su(3) with Xe = 4 
considered above is conformal. Other interesting examples with future applications 
are: 

SU(2)16 EB SU(3)6 C (£8)1 
(17.72) 

17.5.2. Conformal Branching Rules 

The problem of computing affine branching rules 

i t-+ EB b):it it 
it 

(17.73) 

has been addressed in general terms in Sect. 14.7.2. For conformal embeddings, 
there are more efficient ways to proceed, which we now indicate. 

First, we observe that the nonvanishing of b):it means that the finite weight IL, 
the tip of the module Lit, can be found at some grade n in the infinite-dimensional 
highest-weight representation L): at level 1. The assumed preservation of the con­
formal structure by the embedding implies that the conformal dimensions of the 
corresponding fields can be compared. This translates into the equality 

h): + n = hit (17.74) 

equivalent to 

(A, A + 2p) (IL, IL + 2p) -..,----:-- + n = -,.----:--
2{1 + g) 2(xe + p) 

(17.75) 

A simple way of obtaining the branching rules is to compute the dimension spec­
trum of all integrable representations of the two algebras under consideration and 
find the triplets (A, IL, n) satisfying Eq. (17.75). Then, we look at the decomposi­
tion of the module L): at grade n in terms of irreducible representations of g, and 
write down all the finite branching rules of these irreducible g representations into 
irreducible representations of p. (This is a finite process, since the difference in 
the conformal dimensions is always bounded.) The number of times the particular 
representation IL appears in all these finite branching rules at grade n is precisely 
the coefficient b):j.t. 

Some examples will clarify the procedure. Consider again the embedding 
SU(2)4 C su(3)1. The corresponding lists of conformal dimensions are: 

115 
SU(2)4 : h[4.0) = 0, h[3.I) = 8"' h[2.2) = "3' h[l,3) = 8"' h[o.4) = 1 

(17.76) 
1 

h[1 00) - 0 h - h 0 - -•• - , [0.1.0) - [.0.1) - 3 
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which leads directly to 

[1,0,0] t-+ cl[4,O]o E9 C2[0, 411 

[0,1,0] t-+ c3[2,2]o 

[0,0, 1] t-+ c4[2,2]o 

(17.77) 

where the Ci 's are integers to be detennined; the subscript indicates the value of n. 
The coefficients CI, C3, and C4 can thus be obtained from the finite branching rules 
at grade zero. The g irreducible content of L~ at grade zero is just LA. Thus, from 
the finite branching rules 

(0,0) t-+ (0), (1,0) t-+ (2), (0, 1) t-+ (2) (17.78) 

we conclude that CI = C3 = C4 = 1. To find C2. it is necessary to consider the 
vacuum representation at grade 1. whose su(3) irreducible content is simply (1, 1) 
(obtained by adding to (0,0), the only weight at grade 0, all the weights of the 
representation Lo). The branching rule 

(1,1) t-+ (4) E9 (2) (17.79) 

shows that C2 is also equal to unity. 
A slightly more complicated example is su(2)10 C sp(4)1. for which the fi­

nite projection matrix is P = (3,4). The confonnal dimension of the integrable 
representations of sp(4) are 

5 1 
h 0-0 h 0-- ho 1-­[1,0, I - , [0,1, I - 16' [,0,1 - 2 (17.80) 

Comparing these with the set of dimensions of the integrable representations of 
su(2)1O: 

h _ ~ ~ ~ ~ 35 1 21 ~ 33 ~ 
su(2)1O: [1O-AI,Ad - to, 16' 24' 16' 2' 48' '16' 3' 16' 2} 

(with the ordering ° :s AI :s 10), we find 

[1,0,0] t-+ c)[10,O]o E9 c2[4,6]) 

[0,1,0] t-+ c3[7, 3]0 E9 c4[3, 7]1 

[0,0, 1] t-+ cs[6, 4]0 E9 C6[0, lOh 

where again the Ci are positive integers. The finite branching rules 

(0,0) t-+ (0), (1,0) t-+ (3), (0, 1) t-+ (4) 

(17.81) 

(17.82) 

(17.83) 

imply that c) = C3 = Cs = 1. The representation [1,0,0] at grade 1 contains only 
the finite representation (2,0) (the adjoint), and the branching rule 

(2,0) --+ (6) E9 (2) (17.84) 

yields C2 = 1. On the other hand, the weights in the finite representation (1,0) are 

Qo,o) = {(1, 0), (-1,1), (1, -1), (-1,0)} (17.85) 
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and they all have multiplicity one. Since the zeroth Dynkin label of the affine 
extension of the last three weights is positive, we can subtract ao from these 
weights. From the resulting weights, we subtract al,2 in all possible ways. The 
finite projection of all weights at grade 1 can then be reorganized in two irreducible 
representations, of highest weights (1,1) and (1 ,Q). It may then be checked that (7) 
occurs with multiplicity 1 in the decomposition of (1,1): Hence C4 = 1 . To 
obtain C6, we should consider the irreducible content of [0,0,1] at grade 2, which 
is somewhat involved. But there is a shortcut which uses the relation between the 
outer-automorphism groups O(su(2» and O(sp(4». Both outer-automorphism 
groups are isomorphic to Z2. For sp(4), the action of its generator ii amounts to 
exchanging the zeroth and second Dynkin labels, leaving the first one unaffected. 
For su(2), it interchanges the two affine Dynkin labels. It is simple to check that 
(cf. Eq. (14.278»: 

sp(4) : (17.86) 

while 

su(2) : 

(17.87) 
This shows that the two generators of the outer-automorphism groups are in 
correspondence, that is, ii t-+ a. At this point, we have found 

[1,0,0] t-+ [10,0] E9 [4,6] 

[0,1,0] t-+ [7,3] E9 [3,7] 
(17.88) 

The second branching rule above is seen to be invariant under the action of ii, but 
on the first one it yields 

[0,0, 1] t-+ [0, 10] E9 [6,4] (17.89) 

which shows that C6 = 1. \0 

The branching coefficients satisfy a simple sum rule, which can also be used 
for their determination. We recall that to the branching rule (17.73) corresponds 
the (normalized) character identity: 

where 

with 

xp):(i;; t"; t) = L X\):;!1}(t") X!1(i;; t"; t) 
!1ep:;e 

C 
m' -h- --

A - A 24 

(17.90) 

(17.91) 

(17.92) 

10 Another example of the use of outer-automorphism groups to evaluate branching rules is given in 
App.17.A. 



738 17. Modular Invariants in WZW Models 

(cf. Eq. (15.122». (It should be clear that ~ in Eq. (17.90) must be a p weight.) 
For a conformal embedding, the central charges appearing in mi and mA are the 
same and since the conformal dimensions are related by Eq. (17.74), we find 

( ) -2rrinTb () X{i;AI l' = e iA l' (17.93) 

The sum rule we are looking for is obtained by evaluating Eq. (17.90) in the 
limit l' ~ 0, with ~ = t = 0 (and when ~ = 0, the projection operator on the 
l.h.s. ofEq. (17.90) is no longer required). For this, we use the asymptotic relation 
appropriate to characters of integrable representations: 

The desired formula is 

Sio = LbiAS/lO 
A 

(17.94) 

(17.95) 

This can be used to fix the final form of the branching rules once a few coefficients 
have been found (e.g., those that can be fixed at grade zero). For instance, for 
SU(2)4 C SU(3)1, we found the branching rules (17.77) and the analysis at level 0 
fixes CI = C3 = C4 = 1. Then, by comparing the first rows of the two S matrices 

S=_1 U 1 
1 ) su(3)1: _1. + i../3 I i../3 (17.96) 

./3 1 
2 2 -2:-2 

_1. _ i../3 _1. + i../3 
2 2 2 2 

(with the ordering [1,0,0], [0,1,0] and [0,0,1]) and 

C 
./3 2 ./3 

~~) 1 ./3 ./3 0 -./3 
SU(2)4 : 

S= 2./3 ~ 0 -2 0 (17.97) 
-./3 0 ./3 -./3 

1 -./3 2 -./3 1 

(with the ordering 0 :::: Al :::: 4), we see that in 

(17.98) 

C2 must satisfy 

(17.99) 

The presence of only a finite number of terms in Eq. (17.90) is directly linked 
to the conformal nature of the embedding, i.e., that the Sugawara central charge is 
the same in the two theories. Indeed, if 

(17.100) 
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in which case !l.c > 0, II then, for the following equality to hold in the limit 
r ~ iO+, 

S "'"' -i1r~clI2, S io = ~ e X{i;J1I flO (17.101) 
fl 

there must necessarily be an infinite number of terms in the sum. These are all the 
terms in the infinite series expansion of X{i;J1I(q) evaluated in the limit q ~ 1-. 
This result is sometimes called the finite reducibility theorem. 

Finally, it should be stressed that the naive methods presented above are not 
always sufficient to fully determine the conformal branching rules. A typical case 
occurs when p is not simple, for instance in the embedding su(P)q E9 su(q)p C 
su(pq)l. However, this case (and similar infinite series) can be treated by means 
of Young tableau techniques and the use of outer automorphisms, as illustrated in 
App.17.A. 

§ 17.6. Modular Invariants From Conformal 
Embeddings 

We are now in a position to see how nondiagonal modular invariants can be con­
structed out of diagonal ones (or, more generally, any known modular invariant) 
through conformal embeddings. The construction is very simple: we just substitute, 
in the g 1-WZW diagonal modular invariant, the branching rules in character form. 
Modular invariance is manifestly preserved in this process: the modular invariance 
of the nondiagonal theory is inherited from that of the diagonal theory. 

For instance, the branching rules (17.82) for the embedding SU(2)IO C sp(4)1 
lead to 

(17.102) 

In contradistinction to the SU(2)4 C su(3)1 example, this invariant cannot be 
obtained by the method of outer automorphisms. 

Another example of interest is sU(2hs c «;2)1, for which the conformal 
branching rules are 

[1,0,0] 1--+ [28,0] E9 [18, 10] E9 [10, 18] E9 [0,28] 

[0,0, 1] 1--+ [22,6] E9 [16, 12] E9 [12, 16] E9 [6,22] 
(17.103) 

(the above «;2)1 weights are the only integrable weights at level one). The 
replacement of the rules (17.103) in the «;2)1 diagonal modular invariant yields 

z = IX[2S,OI + X[IS,IO] + X[IO,IS] + X[O,2S]12 

+ IX[22,6] + X[16,12] + X[12,16] + X[6,22) 12. 
(17.104) 

11 Quotienting a unitary theory from another unitary theory cannot give a nonunitary theory with 
Il.c < O. 
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This is another example of a partition function that cannot be interpreted in tenns 
of outer automorphisms. 

Up to now, we have considered only the case for which the embedded algebra 
is simple. Whenever it is semisimple (e.g., p = p(l) ~ p(2», another construction is 
possible. It consists in contracting the result obtained by substituting the branching 
rules for p~t,) ~p~~) C gt into the gt invariant, with a known 1'(2) modular invariant, 

producing then a 1'(1) invariant. We denote the nondiagonal p~~) ~ p~~) mass matrix 

by: 

M~(I)~(2),!1(1),,(2) with i(t),jL(1) E p~~), ~(2), ;:,(2) E p~~) (17.105) 

and the known 1'(2) mass matrix by M~~;) "(2)' A new p~t) invariant mass matrix is 
~ ,II' k, 

found by the following contraction: 

M (t) "" M M(2) 
~(I),!1(1) = L... ~(I)~(2),!1(1),,(2) ~(2),,,(2) 

~(2) ,,,(2) ei'.; 

(17.106) 

In practice, we usually choose the 1'(2) invariant to be diagonal. In that case, the 
new mass matrix takes the fonn 

Mi~~),!1(') = L M~(I),,(2),!1(I),,(2) 
,,(2)ei'.; 

(17.107) 

This implies that whatever multiplies the 1'(2) singlet part-that is, the set of 
all tenns of the fonn X,,(2)X,,(2), for any integrable weights v(2) of p~~)-is by 

construction modular invariant. 
However, this construction does not guarantee the uniqueness of the vacuum, 

and to obtain a physically admissible modular invariant, we generally have to 
subtract from the result a known invariant, or divide it by a positive integer, or 
both. 

To illustrate this method, we consider the confonnal embedding 

(17.108) 

The unique £8 integrable representation at level 1 is the vacuum. We take for 
granted that its branching rule is 

[1,0,0,0,0,0,0,0, 0] ~ ([16, 0] ~ [0, 16)) ® ([6,0, 0] ~ [0,6, 0] ~ [0,0,6]) 

~ ([12, 4] ~ [4, 12)) ® ([3,3, 0] ~ [0,3, 3] ~ [3,0,3]) 

~ ([14, 2] ~ [2, 14] ~ 2[8,8]) ® ([2,2,2]) 

~ ([10, 6] ~ [6, 10)) ® ([4,1, 1] ~ [1,4, 1] ~ [1, 1,4]) 
(17.109) 

Extracting the su(3) singlet part from the absolute square value of the character 
fonn of this expression yields 

Z = 3IX[16.0) + X[O,t6)12 + 3IX[to,6) + X[6,tO)12 

+ 3IX[12,4) + X[4,t2)12 + IX[t4,2) + X[2,t4) + 2X[8,8) 12 
(17.110) 
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At this point, the vacuum (represented by X[16,O]X[16,O]) has multiplicity three. 
However, Eq. (17.110) contains the combination (17.57) for i = 4: 

IX[16,O] + X[O,16]12 + IX[14,2] + X[2,14]1 2 

+ IX[12.4] + X[4,12]12 + IX[IO,6] + X[6,1O]12 + 2IX[8,8]12 
(17.111) 

By subtractingEq. (17.111) from Eq. (17.110), we find that a common factorof2 
can now be divided out, producing the new su(2) modular invariant: 

Z =IX[16,Q] + X[O,16] 12 + IX[12,4] + X[4,12] 12 + IX[10,6] + X[6,1O]12 

+ IX[8,8]1 2 + X[8,8]OC[14,2] + X[2,14]) + (X[14,2] + X[2,14])X[8,8]. 

(17.112) 

With this second method, it is possible to rederive the infinite sequences of 
modular invariants obtained by the method of outer automorphisms, although the 
present approach is more tedious. The difficulty with the method of conformal em­
beddings is rooted in the computation of branching rules. However, it is important 
to understand that it produces modular invariants that cannot be obtained by the 
method of outer automorphisms. 

It might seem that all nondiagonal modular invariants can be obtained from 
conformal embeddings of affine Lie algebras. This is almost true, but a few 
counterexamples are known. One of them is the (F4h invariant: 

IX[3,O,O,O,O]12 + IX[I,O,O,O,2] 12 + IX[I,O,O,I,O]12 + IX[o,o,O,\,l]12 + IX[O,I,O,Q,l]12 

+ {X[O,O,O,O,l]X[O,O,I,o,o] + X[O,O,O,O,3]X[1,I,O,o,o] + c.c.} 
(17.113) 

Since it is trivial, the outer-automorphism group ofF4 cannot be obtained by the 
method of outer automorphisms and, being a permutation invariant, it cannot be 
obtained by a conformal embedding. Hence none of these methods is complete, nor 
is their union. A third general method will be presented in Sect. 17.9. Unfortunately, 
these three methods together do not explain all known invariants. 

§ 17.7. Some Classification Results 

17.7.1. The ADE Classification of the su(2) Modular 
Invariants 

The complete list of all distinct su(2) modular invariants found in the previous 
sections is 
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k 

LIXnl2 
n=O neZ 
U-2 
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L IXn + X4l_nI 2 + 21xuI2 
n=O ne2Z 
4l-2 

k = 4£- 2, (Du +I ): L IXn 12 + IXU_112 

k = 10, (E6): 

k = 16, (E7): 

k = 28, (Es): 

n=O ne2Z 
U-3 

+ L (XnX4l-2-n + X4l-2-nXn) 
n=1 ne2Z+1 

IXo + x612 + IX3 + x712 + IX4 + xlO12 

IXo + XI612 + IX4 + x1212 + IX6 + xlO12 + IxsI2 

+Xs(h + X14) + (X2 + XI4)XS 

IXo + XIO + XIS + x2s12 

+IX6 + XI2 + XI6 + X2212 

(17.114) 
(Here we return to the notation where the subindex gives the finite Dynkin label.) 

This list has been proven to be exhaustive. Quite remarkably, each of these 
partition functions can be associated with a simply-laced simple Lie algebra (as 
indicated above), and all simply-laced simple Lie algebras are represented in the 
list. The relation consists of the following: (1) k + 2 is the dual Coxeter number of 
the associated Lie algebra and (2) the Dynkin labels of the diagonal fields appearing 
in a given modular invariant, taking their multiplicities into account, are exactly 
the exponents (minus one) of the associated Lie algebra (the exponents listed in 
App. l3.A). 

Needless to say, this interrelation is purely structural. The simply-laced Lie 
algebra is not a symmetry of its corresponding modular invariant. 

How can we understand the ADE classification underlying su(2) modular in­
variants? Unfortunately, this must still be regarded as a mystery. A posteriori, some 
arguments justifying a connection between simply-laced algebras and su(2) mod­
ular invariants have been found. But these arguments certainly do not capture the 
essence of this classification: this is evident by their inability to generalize it to 
other g invariants.12 

By analogy with the su(2) case, the diagonal invariant of a generic WZW model 
is said to be of A-type; nondiagonal invariants that can be obtained by the method 

12 A generalizable phenomenological interpretation of the ADE correspondence is presented in 
Sect. 17.10. 
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of outer automorphism are called D-type invariants; and the other invariants are 
called exceptional. 

17.7.2. The Classification of the su(3) Modular Invariants 

The su(3) modular invariants have also been the object of a classification, which 
we present here without proof. In addition to the A and D series, five exceptional 
invariants have been found. Two of them appear at level 5: 

and 

Z&5 =IX(o.o) + X(2.2) 12 + IX(O.2) + X(3.2) 12 + IX(2.0) + X(2.3) 12 

+ IX(2.1) + X(o.5)12 + IX(3.0) + X(O.3)12 + IX(1.2) + X(5.0)12 

Z&/ =IX(o.o) + X(2.2) 12 + IX(3.0) + X(O.3)12 

+ {(X(O.2) + X(3.2)KX(2.0) + X(2.3» + C.c. } 

+ {(X(1.2) + X(5.0»(X(2.1) + X(O.5» + c.c.} 

(17.115) 

(17.116) 

These two invariants are related by charge conjugation, that is, M ~ eM (cf. the 
analysis of the next section), and Z&5 can be obtained from the conformal em­
bedding SU(3)5 C §U(6)1. (The meaning of the subindex £5 will be clarified in 
Sect. 17.10). There are two additional exceptional invariants at level 9. One is 
given by 

Z&9 =IX(o.o) + X(O.9) + X(9.0) + X(4,4) + X(4.1) + X(1,4) 12 

+ 2IX(2.2) + X(2.5) + X(5.2) 12 
(17.117) 

which follows directly from the conformal embedding SU(3)9 C (£6)1. The other 
is 

Z£9 =IX(o.o) + X(O.9) + X(9.0)12 + IX(2.2) + X(2.5) + X(5.2) 12 

+ IX(O.3) + X(6.0) + X(3.6)1 2 + IX(3.0) + X(O.6) + X(6.3) 12 

+ IX(4.4) + X(4.1) + X(1.4) 12 + +2IX(3.3)12 

+ {(X(1.l) + X(1.7) + X(7.1)X(3.3) + c.c.} 

(17.118) 

and its origin will be discussed in the following section. The final exceptional 
invariant shows up at level 21: 

Z&21 =IX(o.o) + X(4,4) + X(6.6) + X(10.IO) + X(21.0) + X(O.21) 

+ X(13,4) + X(4.13) + X(1o.l) + X(I.lO) + X(9.6) + X(6.9l 

+ IX(15.6) + X(6.15) + X(15.0) + X(O.15) + X(10.7) + X(7.1O) 

+ X(10,4) + X(4.1O) + X(7.4) + X(4.7) + X(6.0) + X(O.6)12 

(17.119) 

This invariant corresponds to the conformal embedding §U(3)z1 C (£7)1. 
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§ 17 .8. Permutation Invariants and Extended Chiral 
Algebras 

In view of classifying modular invariants, a useful concept is that of permutation 
invariants (already encountered in Sect. lO.7.4). These are of the form: 

Z(r) = L Xi(r) Xn(i)(1') 
iE~ 

where n(~) stands for a permutation of the weights ~ E p~) satisfying 

(17.120) 

(17.121) 

A diagonal invariant is thus a trivial permutation invariant. Another example of a 
permutation invariant is obtained by replacing the unit mass matrix in the diagonal 
invariant by the charge conjugation matrix. Since CXi = Xi., this yields 

ZC(r,1') = L Xi(r) Xi. (i') (17.122) 
iE~ 

Its modular invariance is easily checked: since hi = hi., the invariance under 
r ~ r + 1 is obvious; for r ~ -lIr, it follows from 

(17.123) 

using the unitarity of the 8 matrix and 8 4 = 1. If no "angle" is introduced to 
distinguish the eigenvalues of the Cartan subalgebra (i.e., no l; dependence in the 
specialized characters), this partition function is numerically equal to the diagonal 
one, even though it has a different field content. 

The su(2) permutation invariants are {Ak+l, D U +I }. We now consider how the 
DU+l series is obtained from the diagonal series by means of a rrmutation of 
the odd fields. For su(2), a way of permuting the weights in P~ is to act with 
some power of the basic outer automorphism a (defined by a[Ao,Ad = [AI, Ao]). 
A permutation whose action is restricted to the odd sector is: 

T invariance forces the condition 

with 
h. _ Al(AI + 2) 

J,. - 4(k +2) 

(17.124) 

(17.125) 

This requires k + 2 E 4Z+. The 8 invariance is also verified: a direct application 
ofEq. (14.255) yields 

(17.126) 

and a simple analysis of the different possibilities shows that the extra phase factor 
is always unity. Thus, the permutation (17.124) preserves the modular transforma­
tion matrices when k = 4e - 2. Replacing the identity mass matrix in the diagonal 
invariant by this permutation matrix directly yields the DU+l series. 
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Most permutation invariants are of this form, namely 

n(i) = aPv'A(i) 
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(17.127) 

where a is the generating element of the outer-automorphism group, v is the con­
gruence vector defined in Eq. (13.78) (see also App. 13.A), andp is some integer 
constrained by the conditions (17.121). All these cases are covered by our general 
construction based on the outer automorphism group. However, Eq. (17.127) is 
not exhaustive, as the following «(;2)4 example shows: 

IX[4.0.0)12 + IX[l.O.3)12 + IX[I.I.1)12 + IX[2.0.2)12 + IX[O.I.2)1 2 

+ X[2.I.O)X[O.O.4) + X[O.0,4)X[2.I.O) + X[O.2.0)X[2.0.1) + X[2.0.1)X[O.2.0) 

It is obtained from the diagonal invariant by the interchange 

[2,1,0] B- [0,0,4] and [0,2,0] B- [2,0,1] 

(17.128) 

(17.129) 

in one sector. Such a permutation cannot be related to an outer automorphism since 
0«(;2) is trivial. Another example of the same type is the F 4 invariant (17.113). 

For a permutation invariant to be physical, the simple condition 

n(o) = 0 (17.130) 

must obviously be satisfied; this ensures the existence of a vacuum (Moo = 1). But 
this is not a further requirement to be imposed on n: So.il = Sn(o).n(J1) requires 
n(O) = 0 since the O-th row of the S matrix is the only positive one. The condition 

Mi.o = Mo,i = ~i.o (17.131) 

provides a simple characterization of permutation invariants (as opposed to block­
diagonal invariants, for which the vacuum couples to at least one other field). 

Those invariants that are not of the type (17.120) necessarily contain more than 
one chiral field in the "vacuum block": they are of the form 

Z = IXo + Xn, + ... + Xn i l2 +... (17.132) 

Most of such invariants are in fact sums of squares (they are the invariants 
D 21+2,E6 ,E8 for su(2», but there are exceptions (E7)' The structure (17.132) 
signals a symmetry enhancement, an extended chiral algebra. Candidates for the 
extra conserved currents are exactly those fields associated with the characters 
Xni' which appear in the vacuum block (and the built-in T invariance immediately 
implies that their dimensions are integers). 

When the fields are reorganized with respect to this larger algebra, the invari­
ants (17.132) also become permutation invariants. This means that every chiral 
primary field of the extended chiral theory (denoted by a Latin index) appears 
once and only once, and every holomorphic primary field is paired with exactly 
one antiholomorphic primary field. Setting f = 0 in the condition 

Si,j Mj.i = Mi.jSj.i 

using Eq. (17.131), and dividing the result by Soo yields 

V(i) = Mi.; V(j) 

(17.133) 

(17.134) 
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where D(i) denotes the quantum dimension of the field i, defined by Eq. (16.59). 
Since D(i) ~ I (cf. Eq. (14.244) if the extended theory is a WZW model), the 
i-th row of the mass matrix must have at least one nonzero entry. Thus, every 
extended primary field CPi contributes to the partition function. Moreover, requiring 
the inversion of Eq. (17.134) and the interchange of i and j to yield identical results 
forces 

(17.135) 

Hence, M must provide a one-to-one correspondence between the primary fields 
of the left and right sectors, that is, M must be a permutation matrix. 

In summary, every invariant can be viewed as a permutation invariant! In 
particular, sums of squares become diagonal in the extended formalism. 

What is the structure of this extended algebra? There is one circumstance for 
which it can be determined without any effort, namely when the invariant is ob­
tained by a conformal embedding. Then, the extended algebra is simply the higher­
rank affine Lie algebra in which the original theory has been embedded. These cases 
are easily detected by the presence of a dimension-l field in the vacuum block. 
(We note that there could be additional integral spin fields in the vacuum block, as 
the E8 example shows.) 

However, the extended algebras are generally not affine Lie algebras. That they 
fall outside the field of affine Lie algebras substantially complicates their study. 

We illustrate these considerations with thesu(2) D 21+2 series, with levelk = 4£. 
The vacuum is coupled to the field of weight [0, k]. We thus add this field to the set 
of current generators (J± f» and reorganize the fields with respect to this larger 
algebra. This simply amounts to combining into a single field all those fields that 
lie in the same block. We define 

CPn == (2n EBk - 2n; 2n EBk - 2n) 
(17.136) 

= (2n; 2n) EB (k - 2n; 2n) EB (2n; k - 2n) E9 (k - 2n; k - 2n) 

forn < l and 

CPt = (2£; 2£) cP~ = (2£; 2£) (17.137) 

In the notation (n; m), nand m are, respectively, the left and right finite Dynkin 
labels. The two copies of (2£; 2£) are related by a Z2 automorphism rooted in the 
sign ambiguity for the choice of the extra current. The CPn 's are invariant under this 
Z2 automorphism. With respect to the extended algebra, the D21+2 invariant takes 
the diagonal form 

t-I 

L IXtI>;12 + IXtI>t l2 + IXtI>;12 (17.138) 
i=1 

We now consider how the invariant E7 could fit into this scheme. According to 
the above general statement, it is bound to be related to a permutation of the fields 
in the extended algebra. It is actually related to DIO in this precise way. To see it, 
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we rewrite DIO in the form: 

ZDw =IXo + Xld + IX2 + XI412 + IX4 + XI21 2 + IX6 + XI012 + 21xsI2 
=Ix""i + IXt/>,1 2 + IXt/>212 + IXt/>312 + IX4>4 12 + IX4>~ 12 

The interchange of Xt/>~ with Xt/>, in the holomorphic sector yields 

IX4>o12 + IX4>2 12 + IXt/>312 + IX4>4 12 + (Xt/>~Xt/» + (X4>,Xt/» 

(17.139) 

(17.140) 

which, when rewritten in terms of the su(2) fields, becomes exactly the E7 
invariant: 

ZE7 = IXo+ XI612+lx4+ XI212+lx6+XI012+lxsI2+xs(h + XI4)+(X2+ XI4)Xs 
(17.141) 

That this permutation preserves the modular invariance is a direct consequence of 
the Macdonald identity (see Ex. 14.9 for a proof), 

X2 + X14 - XS = 3 (k = 16) (17.142) 

which ensures that X2 + X14 transforms in the same way as XS. The relation between 
the two partition functions is 

(17.143) 

Their difference is a constant-trivially modular invariant-which, at this partic­
ular level, has a rather nontrivial representation in terms of linear combination of 
characters. 13 

In the same vein, the SU(3)9 invariant (17.118) is related to the D invariant at 
level 9 through the interchange: 

X(3.3) *+ XO.7) + X(7.1) + XO.l) 
validated by the Macdonald identity: 

XO.7) + X(7.1) + XO.l) - X(3.3) = 8 

(17.144) 

(17.145) 

To find the permutations of the extended fields that preserve modular invariance 
is in general a difficult problem, essentially because the general structure of the 
extended algebras is not known. A constructive characterization of these invariants 
is still lacking. However, very few solutions are to be expected since we are looking 
for linear combinations of (nonextended) fields having identical modular transfor­
mation properties, a rather tight constraint. Consequently, no infinite series can be 
produced in this way: permutation invariants of extended algebras are always ex­
ceptional invariants. For su(2), we can show that there are no solutions, other than 
the one already found by going through the Macdonald identities and searching for 

13 The simplest illustration of this trick occurs at level 6, where XI - XS = 2, but it does not produce 
a new invariant: 
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those relating the precise field combinations of interest, namely Xn + Xk-2n or Xl. 
This procedure is clearly limited to low-rank algebras, where these identities can 
be made explicit. For su(3), there is only one exceptional permutation invariant, 
and it can also be obtained in that way. 

Given a permutation n, the difficult step is to prove its commutativity with S. 
A simple necessary condition for this has already been reported in Sect. 10.8.4; 
such a permutation must be an automorphism of the fusion rules: 

• rlk)v • rlk)n(v) 
JV iiL = JV n(.~)n(jJ.) (17.146) 

(This is a direct consequence of the Verlinde formula.) This condition, however, 
is not sufficient to ensure commutativity with S. But we recall that since n com­
mutes with S, it preserves the quantum dimensions (cf. Eq. 17.134». Finding 
permutations of fields of second-lowest quantum dimensions that yield fusion 
automorphisms has proven to be a powerful and reliable criterion. 

We present a simple illustration of this approach for the case where the extended 
algebra is still a current algebra. The following result will be used: An-invariant 
permutation that leaves all the fundamental weights Wi fixed (here Wi is the finite 
part of the affine weight kilJo + Wi) must fix all the integrable weights i E ~. 
This is not trivial since n(pWi) =1= p n(Wi). For our illustrative example, it is 
sufficient to prove this for k ~ max{an (Le., at a level sufficiently large that 
the affine extension of all the fundamental weights are integrable). For any Lie 
algebra, there is a Giambelli-type formula (cf. Eq. (16.114) for su(N» that gives 
the character of an arbitrary representation A in terms of a polynomial P).. in the 
characters of the fundamental representations: 

(17.147) 

Evaluated at ~I-' = -2:rri(JL + p)/k + g, the finite characters become ratios of S 
matrix elements (cf. Eq. (14.247»: 

SiiL = P).. (Sw;iL) 
SOiL SOiL 

(17.148) 

Since, by assumption, n is a permutation invariant (which thus satisfies 
Eq. (17.121» that leaves all fundamental weights and the vacuum fixed (and in 
particular So, n(iL) = Sn-' (O),iL = SOiL), the above relation implies the equality 

SiiL = Sin(iL) vi, it E ~ => n(M = it (17.149) 

since otherwise the S matrix would be singular. 
Consider, for instance, G2 at level 4. The vacuum is the unique state with quan­

tum dimension 1, and the set of weights with second-lowest quantum dimension 
is {W2, 2Wt}. The possible permutations are then n(W2) = W2 and n'(W2) = 2Wt. 
Since n is an automorphism of the fusion rules, it must leave the fusion 

(17.150) 

invariant, which means that either neWt) = Wt or neWt) = 2W2. The second 
possibility is ruled out by T invariance. n thus leaves both fundamental weights 
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unchanged, i.e., n = id. The other permutation, when used in fusion rules, yields 
n'(w\) =~. This is exactly the permutation underlying the invariant (17.128). 
The present analysis shows that there can be no further permutation invariants at 
level 4. Another example is presented in Ex. 17.9. 

§17.9. Galois Symmetry 

All (but one) permutation invariants ofWZW models can be obtained either from 
an outer automorphism-as already discussed--or from a permutation akin to the 
permutations of the roots of a polynomial equation (the so-called Galois trans­
formations). The study of these permutations is the subject of the present section. 
Galois transformations are defined in the first subsection. In the context of modular 
invariant partition functions, they are used to: (i) constrain the mass matrix; (ii) 
build new block-diagonal invariants (not necessarily physical, however); and (iii) 
build new permutation invariants. 

17.9.1. Galois Transformations on S Matrices 

We consider a polynomial equation f(x) = 0 with coefficients defined in a certain 
field K but whose roots lie in an extension £. of this field. For instance, if the 
polynomial coefficients are in Q, the roots can be complex numbers or involve roots 
of rational numbers. The transformations a that permute the roots of the polynomial 
equation but leave its coefficients fixed are called Galois transformations. For the 
equation xn - 1 = 0, these are 

a : { ~ {f. { = exp(2rriln) (i, n) = 1 

a:x~x XEQ 
(17.151) 

(i.e., i and n coprime). These transformations form a group, with composition as 
group multiplication, and preserve addition and multiplication: 

a{x +y) = a{x) + a{y) 

a{xy) = a{x)a{y) 
(17.152) 

Galois transformations are relevant in conformal field theory because the ratios 
of 8 matrix elements 

(j) 
Yi 

are the roots of the characteristic equation 

8,-. 
--.!i. 
8o.; 

det().,lI - Ni) = 0 

(17.153) 

(17.154) 

where Ni is the fusion matrix for the field i. The matrix entries of Ni being integers, 
the number field K can be chosen to be Q. Since ratios of 8 matrix elements are 
usually not rational numbers, nontrivial Galois transformations can be associated 
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with this equation. To a permutation of the roots y?) t-+ o{y?», there corresponds 
the field permutation j t-+ o{j) = r: 

o{Si,i) = o{Si,i) = Si,io (17.155) 
So,i o{So,i) So,io 

Actually, the following stronger result holds: 14 

(17.156) 

with Eu(i) = ±l. This is most easily proven for WZW models, in which the S 
matrix takes the form 

Si..,il = K L E(w)exp {- k2rri (W(A + p), /-L + p)} 
weW +g 

where K is a constant. Let M be the smallest integer for which 

M (WA, /-L) E Z 

For instance, M = N for su(N); in generalIS 

M = /PIQv/ 

(17.157) 

(17.158) 

(17.161) 

Then, up to the prefactor K, S is a linear combination of the n-th roots of unity, 
with 

n = M(k+g) (17.162) 

The extended field £. in which the S matrix elements live is thus a cyclotomic field 
Q( ~), that is, the field Q extended by the addition of a fundamental root of unity. 16 

A permutation of the fields is simply related to the transformation 

(A + p) t-+ l(A + p), (l,n) = 1 (17.163) 

We denote the corresponding Galois transformation by Ue. Since the prefactor K is 
not a rational number (it involves square roots and a power of i), Ue acts nontrivially 
on it. But K2 is rational, hence not affected by u: 

(17.164) 

14 By shifting our attention from ratios of S matrix elements to the elements themselves, we would 
have to consider a further field extension C' :::> .c. But this technicality is of no consequence here and 
is ignored throughout. 
15 We note that for nonsimply-Iaced algebras, M is not just the smallest integer M' for which 

M'(w;, lUj) E Z V i,i 

due to the Weyl reflections with respect to the short roots, e.g., : 

I 2 
(SjA, v) = (A, v) - Aj(aj, v) = (A, v) - 2Ajvjaj 

(17.159) 

(17.160) 

From App. B.A, values of M' are found to be: n for An-I; 2 for B2n, en, D2n. E7, and F4; 3 for G2 
and E6 and 4 for B2n+1 and D2n+l. Actually, M' is merely IPIQI. 
16 Formally, ~ must be a 4M-th root of unity due to the prefactor K, but all field permutations can be 

described in the cyclotomic field based on a M -th root of unity. 
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with TJi = ±1. Hence, the action of a on S takes the form 

ai(Ss..,,) = TJi K L E(w)exp {- k2rri (wl(J.. + p), JL + p)} 
weW +g 

(17.165) 

For l =1= 1, l(J.. + p) - p is not necessarily the finite part of an integrable weight 
at level k + g. If not, the affine weight 

~ = (k - t[l(J..i + 1) - l]a() Wo + l(J.. + p) - p (17.166) 

must be reflected back into the fundamental affine Weyl chamber by means of an 
appropriate shifted affine Weyl reflection. Let W~A) be the element of W such that 

W~A) . ~ = i""t, with i u/ E p~) (17.167) 

(Since l and k + g are coprime, such a Weyl reflection always exists, i.e., the weight 
cannot be reflected onto the boundary of the fundamental chamber-d. Ex. 17.11.) 
By a standard redefinition of the summation variable in the expression for S, we 
find 

ai(Ss..,r) = TJi E(W~A») Ss..'/.il 

This is indeed of the form (17.156), with 

Eu/ (J..) = TJi E(W~A») 

(17.168) 

(17.169) 

When l = -1, ai acts as the usual charge conjugation. Galois transformations 
can thus be viewed as generalized charge conjugations. The group generated by 
the ai's is denoted Z~; it is the multiplicative group comprised of the elements l 
of Zn that are coprime to n. For instance, 

Z;4 = {1,5, 7,11,13, 17,19,23} (17.170) 

17.9.2. The Parity Rule 

Galois transformations induce a simple and rather powerful constraint on physical 
mass matrices. Such a matrix must commute with S and be integer valued. Acting 
on both sides of the equality MS = SM with a (which does not affect M) yields 

L Eu(JL) Ms...il Sil·.v = L Eu(J..) Ss.. •. il Mil,v 

= LEu(J..) Mi'.il" Sil",v 
il' 

In the second line we used SM = MS, and in the third one we have simply 
redefined the summation variable. With a = ai, this implies that 

Ms.."',il"t = Eu/(J..) Eut(JL) Ms..,il (17.171) 



752 17. Modular Invariants in WZW Models 

All elements MJ..al,P."l in the Galois Z~ orbit are thus related to each other. For a 
physical invariant, all these elements must be positive. Therefore, the product of 
signs must be positive for all values of i: 

(17.172) 

If E(W~A»E(W~Il» = -1 for some i E Z~, then all MJ..al,jLal 's, and in particular 
MJ..,jL' must vanish. The condition (17.172) will be referred to as the parity rule. 

This constraint is particularly useful for probing nondiagonal invariants related 
to extensions of the chiral algebra. In that case, we look for chiral fields i that 
could couple to the identity, that is, i's such that Mo J.. = 1. This is illustrated in 
Ex. 17.12. ' 

17.9.3. Modular Invariants From Galois Symmetry 

Galois transformations not only put constraints on the mass matrices but also can 
be used to construct modular invariants. A candidate mass matrix is 

where G ~ is the transpose of Gu and 

This can also be written as 

For the second equality we used 

which shows the equality of Eu-I (J..) and Eu(J.. U-
I ). It is then clear that 

The commutativity of Mu with S is readily checked: 

L(Mu)i,jL SjL,v = L[Eu(/-L) ~J..,jLa + Eu(J..) ~ia,jL] SjL,v 
jL jL 

= 0--1 (~~) ~i,jLa SjLa,v]) + Eu(J..) Sia,v 

= o--I(S, .) + U(S, .) 
A,V A,V 

(17.173) 

(17.174) 

(17.175) 

(17.176) 

(17.177) 

(17.178) 
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(in the second line we used E,,(JL)Sjl,v = a-I(Sjl',v», and 

L S'\,jl (M"kv = L S,\,jl[E,,(v)8jl,va + E,,(JL) 8jl',v] 
jl jl 

= E,,(V) S'\,va + a-I (~S,\,jl, 8jl"v) 

= a(S, ,) + a-I(S, ,) /\',v A,V 

establishing thereby the desired result. 
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(17.179) 

In the above derivation, the order of the transformation a is arbitrary. But in 
order for Eq. (17.173) to commute with T, a must necessarily be of order 2, that 
is, 0'2 = 1 (or, with a = at, £2 = 1 mod M(k + g». We now prove this statement. 
The starting point is the relation (ST)3 = S2, which we write in the form 

(17.180) 

The 'Ii's stand for the diagonal elements of the T matrix. Using the equality 

S,\jl = a a-I (S,\jl) = E,,(> .. )E,,-I(JL)S'\',jl.-1 (17.181) 

(in the last step, the symmetry of S is used to permute the two labels), this relation 
becomes 

E,,() .. )E,,-I(JL) 7.-1 S'.,.-I 7.-1 = E,,-I (JL)E,,-I ()..) "S,.-I On 'Tv Son ,.-1 A A /J. /J. ~ A ,V- V- ,/J. 
V 

= E,,-I (JL)E,,-I ()..) 7.-1 S,.-I ,.-1 7.-1 
A A,/J. /J. 

(17.182) 
In the second equality, we used the assumed T invariance under the action of a to 
write Tv = Tva and used again the relation T-IST-I = STS. We conclude that 

S,. '0-1 = E,,-I ()..)E,,()..) S'.-I ,.-1 
A ,/J. A ,/J. 

(17.183) 

Since S is unitary, its rows must be linearly independent; this forces 

that is, (17.184) 

or, with a = at, 

£2 = 1 modM(k +g) (17.185) 

This is a necessary condition for T invariance, but usually not sufficient. The 
sufficient condition for T invariance is simply 

that is, 

(£2 _ 1) I).. + pl2 E Z 
2(k +g) 

(17.186) 

(17 .. 187) 
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This requires 

12 = 1 mod 2M'(k + g) if M'lA + pI2 is odd 

= 1 mod M'(k + g) if M'lA + pl2 is even 
(17.188) 

with M' defined by Eq. (17.159). 
The mass matrix M<11 is modular invariant if the condition (17.188) is satisfied, 

but it is not positive definite. However, it can be combined with another invariant, 
such as the identity mass matrix (associated with the diagonal invariant), to produce 
a new, and possibly physical, invariant: 

(17.189) 

Such an invariant will be referred to as a block-diagonal Galois invariant. We note 
that whenever G<1 is symmetric, it is clearly sufficient to take M<1 = G<1' The 
potential generalization, in which Ma could be combined with invariants other 
than the diagonal, should also be kept in mind. 

We illustrate this construction by an example, the SU(2)4 nondiagonal invariant: 
we verify that it can be viewed as a block-diagonal Galois invariant, with M = 
1+ G<1' For 5u(2), M = 2 and therefore n = M(k + g) = 12. The group Zr2 is 
{I, 5, 7, II}. All its elements satisfy 12 = 1 mod 12 as well as 12 = 1 mod 24 (the 
second condition ensures the T invariance). The choices l = 7, 11 do not produce 
physical invariants: l = 7 yields Mo,4 = -1 and l = 11 yields Mo,o = O. We 
consider then l = 5. The different entries of G<1 are easily calculated. Denoting 
by Ao.,) the affine extension of 5(A + p) at level 6, we find 

(0)<1 : A(o) = [1,5], A(o) - P = [0,4] 

=> (0)<1 = (4), E<1(O) = 1 

(1)<1 : A(1) = [-4, 10], 50A(I) - p = [3, 1] 

=> (1)<1 = (1), E<1(1) = -1 

(2)<1 : A(2) = [-9,15], 5)50A(2) - p = [2,2] 

=> (2)<1 = (2), E<1(2) = 1 

(3)<1 : A(3) = [-14,20], 505)50A(3) - p = [1,3] 

=> (3)<1 = (3), E<1(3) = -1 

(4)<1 : A(4) = [-19,25], 5)505)50A(4) - p = [4,0] 

=> (4)<1 = (0), E<1(4) = 1 

(17.190) 

and we indeed recover the invariant (17.15). Further examples are presented in the 
exercises. 

17.9.4. Galois Permutation Invariants 

In the previous construction, neither the positivity of the mass matrix nor the 
uniqueness of the vacuum is guaranteed. In this subsection, we show that, to any 
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order-2 Galois transformation that leaves the vacuum fixed-that is, 0" = O--there 
corresponds a physical permutation invariant with mass matrix 

(17.191) 

provided that 'Ii = 'Iiu. It will be referred to as a Galois permutation invariant. 
First, we observe that when the vacuum is a fixed point of (1, all fields have 

the same value of E,,(A). This follows directly from the invariance of the quantum 
dimensions: 

(17.192) 

Hence, E,,(A) = E".(O) for any A. The application of (f on the Verlinde formula 
shows that (1 is a fusion automorphism: 

(0" = 0) (17.193) 

This holds for transformations of arbitrary order. However, if the order is greater 
than 2, we have shown previously that (1 cannot commute with T. Hence, not every 
fusion automorphism yields a permutation invariant. 

If (f is of order 2, it necessarily commutes with S: 

S>"jL = E,,(A)E,,-I(JJ,) S>"u,jLu-1 

= E,,(O)E,,(O) S>..u,jLu 

= S>".,jLu 

(17.194) 

(cf. Eq. (17.121). It only remains to verify that (1 also commutes with T. An 
example of a permutation invariant related to a Galois transformation is presented 
in Ex. 17.14. 

A generalization of the above construction amounts to replacing the condition 
0" = 0 by the weaker one: 

0" =A(O) (17.195) 

for some outer automorphism A. If (1 commutes with T, then the permutation 

(17.196) 

is modular invariant. Of course, if A is trivial, we recover the previous case. The 
analysis of this generalized construction is left as an exercise (see Ex. 17.16). 

To summarize, Galois transformations provide a third general approach to the 
construction of modular invariants. Together, these three methods--outer auto­
morphisms, conformal embeddings, and Galois transformations- explain almost 
all the known invariants. But there remain "very exceptional" invariants, which 
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have not been explained yet. A famous example is the following (F4)6 invariant: 

IX[6,O,O,O,O] + X[2,O,O,0.4] + X[1,l,l,O,O] + X[O,O,O,3,O]12 

+ IX[2,O,l,O,I] + X[O,l,O,I,2] 12 + IX[3,O,O,O,3] + X[O,O,O,O,6] 

+ X[1,O,O,2,1] + X[O,2,O,I,O] 12 + IX[1,O,I,O,2] + X[2,2,O,O,O]12 

(17.197) 

We stress again that all physical modular invariants do not necessarily correspond to 
genuine conformal field theories since the underlying requirements by themselves 
do not guarantee positive integer-valued fusion numbers (for example). 

§ 17.10. Modular Invariants, Generalized ADE 
Diagrams and Fusion Rules 

In this section, we investigate in some detail the observed one-to-one relation 
between SU(2)k modular invariants and ADE algebras (i.e., that the spinless h = Ii 
operators in the modular-invariant theory are indexed by the exponents of the 
corresponding algebra-cf. Sect. 17.7). We are motivated by the observation that 
a large class of fusion algebras can be coded into a single graph (this construction 
is reviewed below). The first natural question is: Do the graphs at hand, namely 
the ADE Dynkin diagrams, actually code some fusion algebra relevant to the 
conformal theories associated with the corresponding modular invariants? Indeed, 
for the block-diagonal invariants, namely the (An,D2n,E6,Es) cases, this will 
tum out to be so: the resulting fusion algebra reproduces the fusion algebra of 
the extended theory. (As argued below, this construction is not suitable for the 
nondiagonal invariants obtained by a permutation of the fusion rules.) 

This connection can be described roughly as follows. To each of these 
(An,D2n ,E6 ,Eg) diagrams, we associate a commutative algebra (the graph al­
gebra), whose generators are indexed by the vertices of the diagram. In all cases, 
this algebra has a nontrivial subalgebra, generated by a subset of the graph ver­
tices, called the marked vertices. This subalgebra happens to be the fusion algebra 
of the extended theory. But this is not all: a striking duality relation allows us to 
translate the information contained in the fusion algebra of the extended theory 
into a well-defined prescription for the reconstruction of the modular invariants. 

Quite remarkably, this correspondence can be generalized toS'U(3). The graphs 
associated with the block-diagonal S'U(3) modular invariants are found to be some 
generalizations of the Dynkin diagrams. 

17.10.1. Graph Algebra 

We have already seen in Sect. 10.7.6 (see also Ex. 8.19), how the fusion rules 
of minimal or rational conformal theories can be encoded in some graphs. In the 
simplest cases, the fusion rules are generated entirely by the fusions of a single 
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(fundamental) representation (f), namely 

(f) x (j) = E9 Nfl (k) (17.198) 
k 

To the matrix Nf, with entries [Nf ljk = Nr/, we associate a graph whose vertices 
are indexed by the representations, such that a given vertex j is linked to the vertex 
k by Nt/linkS. Nf is called the adjacency matrix of the corresponding graph. In 
particular, the identity representation (0) must correspond to an endpoint of the 
graph and be linked only to the vertex f. This follows from the identity 

No/ = {,i.j (17.199) 

which implies that there is exactly one link between the vertices 0 and f. 
Conversely, we can attach a kind of fusion algebra to any connected graph g. 

Let G denote the corresponding adjacency matrix, with nonnegative integer entries 

Grs = number of links from vertex r to vertex s (17.200) 

For nonoriented graphs, G is therefore an indecomposable symmetric matrix with 
nonnegative integer entries. We would like to view the matrix G as the fundamental 
generator of some sort of fusion rules in the adjoint (matrix) representation, build­
ing up, by multiple fusions, matrices N r with entries [Nr 1st = Nr/. The "initial 
conditions" in this construction are 

No =][ Nf = G (17.201) 

The algebra admits thus a unit (or identity) element, indexed by a vertex 0 of g, 
and a fundamental generator, indexed by a vertex f of g, such that Grs = Nrr s. In 
particular 

(17.202) 

Hence, the unit vertex 0 is linked to the fundamental vertex f only, with one link. 
This means that the unit vertex must be an endpoint ofg. We conclude that, for a 
graph algebra to exist, g must have at least one endpoint. Given such a graph, we 
fix the unit and fundamental vertices 0 and f. 

In order to derive the full graph algebra out of the adjacency matrix G, we follow 
a strategy akin to the one used to obtain the Verlinde formula (10.171). Namely, 
we define the graph-algebra fusion coefficients Nr/ in terms of the matrix S, 
which diagonalizes the adjacency matrix GP The symmetric matrix G can be 
diagonalized in an orthonormal basis as 

Ii = S-I GS (17.203) 

17 Here we denote this matrix by S, to distinguish it from the S matrix which diagonalizes the fusion 
rules of a conformal field theory. The two notions coincide when the graph g encodes the fusion rules 
of a conformal field theory. In general, S is not a symmetric matrix: the symmetry of Sam would involve 
constructing a bijection between the vertices (labeled by a) and the eigenvalues (labeled by m). 
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where D. is a diagonal matrix, and S some orthogonal matrix. This can also be 
written as 

Setting r = 0 in Eq. (17.204) yields 

S(i = D.t SOt 

Supposing that all SOt =f. 0,18 we may write 

S(i 
D. t = -

SOt 

Inspired by the Verlinde formula (10.171), we now define 

.r t _ '" SnnSsm(S-I)mt 
JVyS - ~ 

m SOm 

(17.204) 

(17.205) 

(17.206) 

(17.207) 

where the sum runs over all eigenvalues of G. It is a simple exercise to check 
that the matrices Ny, with entries [Ny]st = N,/, generate a commutative algebra, 
called the graph algebra. 

This definition is not unique, since it relies (i) on the choice of a unit vertex 
o on g, and (ii) on the particular form chosen for the matrix S. Indeed, if some 
eigenvalue D.m of G is p times degenerate, there is a free O(P) ambiguity in the 
definition of the corresponding S matrix elements Sam I I ••• I Samp • This is just a 
rotation in the dimension-p eigenspace for D.m • Different choices for this rotation 
lead to different numbers N,./ through Eq. (17.207). 

For the analogy with fusion rules to be complete, we would like the numbers 
N,./ to be nonnegative integers. This turns out to be a nontrivial constraint on the 
possible graphs g. 

17.10.2. Positivity Constraints on Fusion Coefficients 

We start from the list of ADE diagrams of Fig. 10.3.19 A natural choice for the unit 
vertex is the end of the longest leg of the diagram.2o With this choice, the graph 
algebras of D2n+1 andE7 have some negative fusion numbers Ny/ (for E 7, a proof 
is sketched in Ex. 17.21). We note that the corresponding modular invariants are 
not block-diagonal. They are obtained by an automorphism of the fusion rules 
of some block-diagonal theories, here A4n - 1 and D IO • Since our discussion will 

18 This will be the case for all the ADE graphs under consideration. 
19 From now on in this section, we do not stick to our general convention of denoting the graphs by 

calligraphic letters. We instead reserve calligraphic symbols for the natural generalization of the ADE 
diagrams appearing in the classification of sU(2) modular invariants to their su(3) relatives. 
20 Actually, this choice is not always unique: there are, for instance, two symmetric choices for the 
unit vertex on the A" and E6 graphs, but each leads to the same graph algebra. However, if the end 
of a short leg is chosen as the unit vertex, the corresponding graph algebra usually does not make any 
sense (see Ex. 17.20 for an illustration in the E6 case). 
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concentrate on the fusion rules, it is natural to exclude these somewhat redundant 
cases. 

On the other hand, the question of eigenvalue degeneracy occurs only for the 
D2n diagrams, for which the eigenvalue 0 is twice degenerate. However, in all 
cases, there exists a particular rotation in the two-dimensional eigenspace for the 
eigenvalue 0 leading to nonnegative integer numbers N,/ (see Ex. 8.19 for the D4 
example). 

17.10.3. Graph Subalgebra and Extended ADE Fusion Rules 

In this subsection, we describe the precise relation between the SU(2)k block­
diagonal modular invariants and the An, D2n , E 6 , and E8 Dynkin diagrams through 
their attached graph algebras. 

To specify a block-diagonal modular invariant, all we need is the sets of rep­
resentations that form the extended blocks. The representations occurring in the 
modular invariants are indexed by the exponents mi (minus 1) of the corresponding 
Dynkin diagram. (As already noted, the exponents of the simply-laced Lie algebras 
also index the eigenvalues of the adjacency matrices of the Dynkin diagrams as 
ll.mi = 2 cos mndg.) For instance, the E6 WZW modular invariant reads 

(17.208) 

whereas the eigenvalues of the adjacency matrix of the E6 Dynkin diagram of 
Fig. 17.1 read 

m 
ll.m = 2 COS1l'- m = 1,4,5,7,8,11 g = 12 

g 
(17.209) 

Thus, the three blocks of the modular invariant (17.208) are specified by the pairs 
of eigenvalues {I, 7}, {4, 8}, and {S, II}. As we now show, there exists a very simple 
and elegant way of encoding these data in the diagram itself. 

o 1 234 
E 6 •• --1II.J--~I'--.---.• 

5 

Figure 17.1. A labeling of the vertices of the E6 diagram. 

We first construct the graph algebra of E6• We take the vertex 0 of Fig. 17.1 as 
the unit (hence No = ll) and 1 as the fundamental vertex, so that the matrix NJ 
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reads 

0 1 0 0 0 0 
1 0 1 0 0 0 

NJ =G 
0 1 0 1 0 1 

= 0 0 0 1 0 1 
(17.210) 

0 0 0 1 0 0 
0 0 1 0 0 0 

The algebra encoded in G is 

G2 = JI+N2 

GN2 = G+N3+Ns 

GN3 = N2 +N4 (17.211) 

GN4 = N3 

GNs = N2 

that is, the product GNi is the sum of all N j such that j is linked to i. From these 
relations, it is possible to express all the matrices Ni solely in terms of G: 

N2 = G2 -JI 

N3 = G( G4 - 4G2 + 2JI) 

N4 (G4 - 4G2 + 2JI) 
(17.212) 

= 

Ns = G( _G4 + 5G2 - 4JI) 

It is then straightforward to show that all these matrices are integral matrices 
with nonnegative integer entries. Notice that the matrix G is a solution of the 
characteristic equation 

P(G) = (G2 - JI)(G4 - 4G2 + JI) = 0 (17.213) 

which simply reexpresses the relation G Ns = N 2. Here P denotes the 
characteristic polynomial of G, 

P(x) = det(xJI - G) (17.214) 

The E6 graph algebra is in fact isomorphic to the algebra C[X ]/P(x) of polynomials 
moduloP. 

It is easy to see that the matrices No, N 4, and Ns form a subalgebra of the E6 
graph algebra. For instance, 

N~ - JI = (N 4 + JI)(N 4 - JI) 

= (G4 _ 4G2 + 3JI)(G4 _ 4G2 + JI) 
= (G2 - 3JI)P(G) = 0 

(17.215) 
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We find the relations 

N~ = N o +N4 

NsN4=Ns 

N~ = No 

(17.216) 

These are exactly the fusion rules of the extended diagonal theory associated with 
the invariant Z£6' namely sp(4)\ (we recall that this invariant is obtained by the 
conformal embedding of su(2) 10 in sp{ 4)\). Moreover, the fusion rules of sp{ 4)\ 
are isomorphic to those of the Ising model. The identifications read 

o ~ [10,0]$[4,6] ~ n 
4 ~ [6,4] $ [0, 10] ~ E 

5 ~ [7,3]$[3,7] ~ (1 

(17.217) 

In the following, we denote by U = {O, 4, 5} the set of vertices corresponding to 
this subalgebra. 

The generalizations of this subset U for the other ADE algebras associated 
with block-diagonal invariants are indicated in Fig. 17.2, where the corresponding 
subsets of vertices of g are circled. In each case, the fusion rules associated with 
the graph subalgebras reproduce the extendedfusion algebra of the corresponding 
WZW modular invariant theory. 

An @ @ @ _u ___ @ @ @ 

D 2n @- • @ ...... ~ 

E6 @ • I • @ 

Es @ • I • • • @ 

Figure 17.2. The sets U of circled vertices for each of the graphs An, D2n , E 6 , and E 8 , 

giving rise to a subalgebra of the graph algebra, identical to the extended fusion algebra of 
the corresponding WZW model. 

Therefore, by supplementing the graphs with a particular subset of their vertices, 
we have been able to encode more than just the set of exponents (i.e., the set of 
spinless operators in the theory). We will show now that, quite remarkably, this 
additional information actually encodes the whole structure of.the corresponding 
modular invariant. 
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We need to introduce a duality relation between a graph subalgebra, with ele­
ments indexed by a subset U of the vertices of the graph g, and its dual algebra, 
indexed by eigenvalue labels of the corresponding adjacency matrix G.21 In con­
crete terms, we use the subset U to define an equivalence relation, denoted by ~, 
between the eigenvalue labels of G. This equivalence relation is defined in terms 
of the quantities 

to be 

fm,n = L Srm Sm 
reU 

m ~ n iff fm,n "1= 0 

(17.218) 

(17.219) 

It can be shown that ~ is indeed reflexive, symmetric, and transitive.22 This pro­
vides an equivalence relation between the eigenvalue labels of G. The connection 
with the block-diagonal modular invariants is the following: all eigenvalues in a 
given equivalence class are the elements of a block and to each equivalence class 
there corresponds one block. 

We now examine this equivalence relation in the E6 case. The eigenvalues 11m 
and eigenvectors Srm of the E6 adjacency matrix are displayed in Table 17.1. With 
U = to, 4, 5}, the computation of the quantities fm,n = fn,m through Eq. (17.218) 
is straightforward. For instance, 

)(3 + .J3)(3 - .J3) 1 
fl,7 = a_a+ + a_a+ + 2a_a+ = 4 24 ..[6 

For fm,n (m :s n), we find 

3 -.J3 
fl,l = fll,lI = 6 

3+.J3 
fs,s = f7,7 = 6 

1 
fl,7 = fs,ll = ..[6 

f4,4 = fs,s = f4,S = ~ 
2 

(17.220) 

21 The mathematical foundation of this argument is the C-algebra duality. A C-algebra (also called 
a character algebra) is simply a commutative algebra defined by some quadratic relations satisfying 
.a number of axioms. satisfied in particular by the graph algebras for An. D2n, E6, and Ea. Roughly 
speaking, C-algebra duality generalizes the duality between classes and representations of a subgroup 
of a finite Abelian group. 
22 In fact, the quantities {m,n can be computed exactly, using the theory of C-algebra duality, and we 
have 

LaeuSamSan 

LaeuS~m 

where 8m"'n is I if m ~ n and 0 otherwise. 
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and all the other {'s vanish. Therefore 1 ~ 7, 5 ~ 11, and 4 ~ 8, and the 
equivalence relation ~ has three equivalence classes: 

{1,7} {5,1l} {4,8} (17.221) 

They match exactly (up to the usual shift of each exponent by -1) the three blocks 
of the modular invariant (17.208). 

Table 17.1. Eigenvalues and eigenvectors of E6 • We display line by line the 
eigenvalue 2 cos rrm/12, the exponent m, and the six eigenvector components 
Snn, r J= 0,···,5, corresponding to the six vertices of E6 • Notation: 
a± = 3 ± ../3/2../6. 

Eigenvalue Exponent 0 1 2 3 4 5 

-.13+1 1 a_ a+ ,J2a+ a+ a_ ,J2a-../2 

1 4 I I 0 I I 0 2 2 -2 -2 

-.13-1 5 a+ a_ ,J2a_ a_ a+ -.fia+ ../2 

-.13-1 7 a+ -a_ -.fia- -a_ a+ ,J2a+ -../2 

-1 8 I I 0 I I 0 2 -2 2 -2 

-.13+1 11 a_ -a+ ,J2a+ -a+ a_ -,J2a_ -../2 

By repeating this calculation with An, D2n , and E 8 , we find that the equivalence 
classes dual to the sets U indicated by the circled vertices of Fig. 17.2 all reproduce 
the extended blocks of the corresponding WZW modular invariants. The detailed 
analysis of the E8 case is presented in Ex. 17.22. 

For later use in the su(3) generalization, we stress the importance of the S 
matrix, which diagonalizes G. For the An diagrams, this matrix coincides with the 
S matrix of the modular transformation t" -+ -lit" of the WZW characters at level 
k = n - 1. In particular, the eigenvalues of the An adjacency matrix are 

(17.222) 

Here ( denotes the affine extension of the fundamental weight WI at level k, and 
y~A) has been defined in Eq. (14.245). It is left as an exercise to check that 

),. 

Ll = = 2cos 
sin[2:n{JLI + I)/(k + 2)] [7r(JLI + 1)] 

It sin[7r(JLI + I)/(k + 2)] (k + 2) 
(17.223) 
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17.10.4. Generalized ADE Diagrams for ru(3) 

We now to generalize the above construction to the su(3) case. In contradistinction 
with su(2), here we have no diagram at hand from which we can construct the 
modular invariants by means of the above duality argument. The first step is to try to 
construct these diagrams, guided by the su(2) results. A natural starting point is to 
generalize the An diagrams, which correspond to the diagonal invariants. We recall 
that for SU(2)ko all the vertices of the Ak+1 diagram are circled. This means that the 
diagram itself encodes the fusions of the theory by the fundamental representation 
( 1). This suggests defining the corresponding diagram in the su (3 k theory, denoted 
by AJc, as the one encoding the fusions by the fundamental representation (1, 0). 
The AJc diagram is depicted in Fig. 17.3. Because the representation (1,0) is not 
self-conjugate, the diagram is now oriented. Moreover, its vertices have a natural 
Z3-grading, namely the triality of the corresponding representation.23 Although 
not symmetric, the adjacency matrix of AJc can be shown to be diagonalizable in 
an orthonormal basis. As in the SU(2)k case, the eigenvalues and eigenvectors of 
this diagram are simply expressed in terms of the su(3k modular matrices. The 
eigenvectors are the S matrix elements (Eq. (14.217»: 

SO'I.A2).(1l1.1l2) == S[k-AI -A2.AI.A2].[k-IlI-1l2.1l1.1l2J 

and the eigenvalues are given by the ratios 

I:l - SO.O).(IlI.1l2) _ ~ e2itr(€;.Il+p)/3(k+3) 
(1l1.1l2) - S - ~ 

(o.oMIl,,1l2) i=1 

where the Ei are related to the fundamental weights by 

E3 = -lV2 

(17.224) 

(17.225) 

In Eqs. (17.224)-(17.225), both the vertex and eigenvalue labels run over the set 
~ of integral weights of level k 

~ = {(AI,A2) IAI, A2 2: 0 AI +A2:::: k} (17.226) 

and the indices (A I + 1, A2 + 1) = A + P now play the role of the exponents of the 
Ak+1 diagram. We will still call them the exponents of Ak. Equation (17.225) is ac­
tually the su (3) generalization, for AJc, of the formula (17.209) for the eigenValues 
of A. Its proof is left as an exercise (Ex. 17.26). 

Our program is now clear: reversing the logic of the su(2) association between 
modular invariants and graphs, we wish to construct an oriented graph for each 
su(3) block-diagonal24 modular invariant, whose eigenvalues are indexed by the 
spinless fields of the theory. These fields are indexed by a certain list of integral 

23 Triality is the special name given to the congruence class (defined in Sect. 13.1.9) for su(3); the 
triality of the weight A = (AI, A2) is AI + 2A2 mod 3. 
24 We stress that the distinction between block-diagonal and nonblock-diagonal invariants is necessary 
only for the discussion of the extended fusion rules. In fact, generalized Dynkin diagrams can also be 
constructed for the other SU(3)k invariants, but we choose not to present them here and to concentrate 
on the block-diagonal cases. 
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Figure 17.3. The A diagram for su(3), with (k + l)(k + 2)/2 vertices. 

weights (actually a subset of Eq. (17.226) with possible repetitions), which must 
be the exponents of the desired graph. This can actually be done (with a little 
intuition and much work) and leads to the graphs of Fig. 17.4. For completeness, 
the list of exponents is displayed on Table 17.2. 

Table 17.2. Graphs and exponents for the block-diagonal WZW SU(3)k 
modular invariants. 

Graph Exponents 

{A + p}, A E ~ 

{A + p}, A E Q n P~ , 2 x (k + I, k + 1) 

{(I, 1),(3,3),(3,2),(1,6),(2,3),(6, I), 
(4,1), (1, 4), (1, 3), (4, 3), (3,1), (3, 4)} 

{(1, 1), (10, 1), (1,10), (5, 5), (5, 2), (2,5), 
(3, 3), (3,6), (6, 3), (3, 3), (3, 6), (6, 3)} 

£21 (CI, 1),(22, 1),(1,22),(5,5),(5, 14),(14,5),(11, 11),(11,2), 

(2,11),(7,7~(7,10),(10,7),(7,1),(16,7~(1,16),(1,7), 

(7,16), (16,1), (5, 8), (11, 5), (8,11), (8, 5), (5,11), (11, 8)} 

The construction presented here is not unique: several different graphs may 
share the same eigenvalues, hence the same set of exponents. (Some examples are 
worked out in Ex. 17.24.) The choice leading to Fig. 17.4 is actually justified by 
the relation to the extended fusion rules, which is the subject of the next section. 
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~ •...• ~ 

Figure 17.4. The generalized Dynkin diagrams for the SU(3)k WZW block-diagonal 
invariants. The names of the diagrams are indexed by the value of the level k. 

17.10.5. Graph Subalgebras and Modular Invariants for 
su(3) 

When constructing the generalized Dynkin diagrams of Fig. 17.4, an important 
guideline is the parallel construction of a coherent graph algebra, whose coeffi­
cients Nrs t are all nonnegative integer numbers: this property of positivity will 
again restrict the result to block-diagonal modular invariants only. Coherence also 
forces the existence of a unit vertex, namely a vertex with only one link pointing 
out to the fundamental one on g. Notice, moreover, that the graphs of Fig. 17.4 all 
have some particular symmetry properties. They all have the Z3 grading mentioned 
above in the A case. Moreover, the adjacency matrices G satisfy the normality 
condition25 

(17.227) 

25 For the A,., diagram, the matrix G codes the fusion by the fundamental representation (1,0), whereas 
its transpose Gl codes those of the conjugate representation (0,1). That [G, Gl ] = 0 is a consequence 
of the commutativity of the fusion algebra. 
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which ensures their diagonalizability in an orthonormal basis. This statement is 
proven in Ex. 17.23. 

The main property of all these diagrams is that there exists a subalgebra of 
the graph algebra, isomorphic to the fusion algebra of the extended version of the 
corresponding WZW theory. 

Consider, for example, the case of the diagram £5 of Fig. 17.4, with 12 vertices. 
We choose one of the external vertices as the unit and denote it by 0 == 10. We label 
by 1 J, h, 13, 14, 15 the other external vertices counted clockwise from 10. We also 
label by f == 20 and 21,22,23,24, and 25 the internal vertices, starting from the 
fundamental one and also counted clockwise. The graph algebra relations read 

NfN1j = N 2j 

Nf N2j = N2j+1 + N2j+4 + N 1j_1 
(17.228) 

where the indices j are considered as elements of Z6. After some algebra, it can be 
shown that the subset of matrices corresponding to the external vertices 

{N1). j E Z6 

forms a closed subalgebra, namely (cf. Ex. 17.25) 

(17.229) 

(17.230) 

which is isomorphic to the su(6)1 fusion algebra. Since the Z£s modular invariant 
is obtained by the conformal embedding su(3)s C SU(6)1, this fusion algebra is 
precisely the extended fusion algebra of the £5 WZW model. 

We have displayed, in Fig. 17.5, the generalized ADE graphs, with their circled 
vertices denoting the subalgebras reproducing the extended fusion rules of the 
block-diagonal su(3) WZW modular-invariant theories. By means of the duality 
described in Sect. 17.10.3, each subalgebra can be mapped to a partition of the set 
of exponents (eigenvalue labels) that correspond precisely to the extended blocks 
of the modular invariant. 

To illustrate the whole construction, we pursue the analysis of the £5 example 
and derive the corresponding partition of the set of exponents. To diagonalize the 
adjacency matrix G of £5, we use the Z3 grading property. With the unit 10 == 0 
and the fundamental 20 == f having triality 0 and I, respectively, we find that all 
the vertices in the set {Ij, Ij+3, 2j+l' 2j+4} have triality j, withj = 0, 1.2. (Triality 
is additive in tensor products, hence in fusions.) The matrix G maps the set of 
triality j onto that of triality j + 1. Therefore, in the basis 

(17.231) 

the matrix G takes the block form 

(17.232) 
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~ •... ~ 

Figure 17.5. Generalized ADE graphs, with the circled vertices defining the relevant graph 
subalgebras, which encode the extended fusion rules of the block-diagonal SU(3)k WZW 
theories. 

where 

(
0 0 

H = 0 0 
1 0 
o 1 t D (17.233) 

All the eigenvectors and eigenvalues of G may be found by diagonalizing H. We 
suppose that v is an eigenvector of H with eigenvalue x: 

Hv = xv (17.234) 

Then, the vector (v, v, v), with 12 components, is clearly an eigenvector of G for 
the same eigenvalue x. Let w = e2i:n:13 be the fundamental third root of unity. 
Then the vectors (v, wv, w2v) and (v, w2v, wv) are also eigenvectors of G with 
respective eigenvalues w2x and w.x. This completes the diagonalization of G. The 
eigenvalues ~(m,n) and eigenvectors Pr,(m,n) of H are listed in Table 17.3, with 
the corresponding &5 exponents, that is, the eigenvalue labels in Eq. (17.225). We 
note that if the eigenvalue x corresponds to the exponent (m, n) (i.e., is given by 
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Eq. (17.225) with (ILl + 1, 1L2 + 1) = (m, n», then the exponents corresponding to 
the "rotated" eigenvalues wx (resp. Clix) are also "rotated" through a(m, n) (resp. 
a2(m, n», where a is the rotation by 211:/3 of the corresponding weight26 

a(m,n) = (8 - m - n,m) (17.235) 

For (m,n) as in Table 17.3, the eigenvalues and eigenvectors of G read, 
respectively, 

cd ~(nz.n) , j = 0, 1,2 (17.236) 

and 

(17.237) 

for j = 0, 1,2; r = 1,2,3,4; and (m, n) as in Table 17.3. We have denoted by 

the corresponding vertices of £5. 

Table 17.3. Eigenvalues and eigenvectors of H. 
We display line by line the eigenvalue 6.(m,n), the 
corresponding exponent (m, n) of £5, and the four 
eigenvector components, Pr,(m,n), r = 1,2,3,4. 
Notation: b± = .12 ± .J212.J2, 

Eigenvalue Exponent 1 2 3 4 

1 +.J2 (1,1) b_ b_ b+ b+ 

1- .J2 (3,3) b+ b+ -b_ 

(4,1) I I I 
-2 2 -2 

(1,4) I I I 
2 -2 -2 -1 

It is now easy to compute the quantities 

f(m,n),(p,q) = L Sv,(m,n)Sv,(p,q) 
VEU 

-b_ 

I 
2 

I 
2 

(17.238) 

(17.239) 

26 This is merely the action of the outer automorphism a on the shifted- weight A + p = (m, n) at 
level k + 3 = 8. 
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where U denotes the set of vertices Ij,j E Z6. Applying the rule (17.219), which 
defines the equivalence relation~, we find that 

(I, 1) ~ (3,3) (4, 1) ~ (1,4) (3,2) ~ (1,6) 

(2, 3) ~ (6,1) (1, 3) ~ (4,3) (3, 1) ~ (3,4) 

so that the equivalence classes are 

{(I, 1), (3, 3)} {(4, 1), (I, 4)} {(3, 2), (1, 6)}, 

{(2, 3), (6, 1)} {(I, 3), (4, 3)} {(3, 1), (3, 4)} 

(17.240) 

(17.241) 

They match exactly (up to the usual shift of all the indices by -1) the blocks of 
the £5 modular invariant (17.115) 

ZCs = IXo,o + X2,21 2 + IX3,O + xo,312 + IX2,I + Xo,512 

+ IXI,2 + x5,ol2 + IXO,2 + X3,21 2 + IX2,O + X2,31 2 
(17.242) 

The results presented in this section generalize to any Lie algebra. For higher­
rank algebras, we have already indicated that the fusions by the fundamental repre­
sentation do not generate all the fusion rules (cf. Ex. 16.11). Typically, for su(N), 
we need to know the fusions by the NI2 first fundamental representations (the 
fusions by their conjugates follow by transposition of the fusion matrices Nf). 
Therefore, the A graph must be replaced by a collection of graphs, each corre­
sponding to one of these fundamental representations. However, we believe that the 
above results can be adapted to these cases too. The general classification problem 
of modular invariants for WZW theories can therefore be rephrased in terms of a 
classification problem of graphs, with some particular properties relating them to 
the original problem. It would seem that the graph classification problem is simpler, 
and this is certainly the case for su(2). However, the precise link between the two 
problems is still missing, and the emergence of the generalized Dynkin diagrams 
must still be regarded as a phenomenological observation. Nevertheless, deep re­
lations between modular invariance, number theory, and graph theory should be 
expected. 

We make a final remark on the generalized Dynkin diagrams for su(3). Al­
though they have no direct Lie-algebraic interpretation, these diagrams are the 
outcome of some well-defined classification problem. Just like the ADE diagrams, 
which have many different interpretations in mathematics and physics (e.g., Pla­
tonic solids, simply-laced Lie algebras, su(2) modular invariants, finite subgroups 
of su(2), catastrophes, integrable lattice models), the su(3) diagrams may still be 
hiding some of their mysteries. 

Appendix 17.A. su(P)q E9 su(q)p C SU(Pq)l Branching 
Rules 

In this appendix, a simple and powerful method is presented for the calculation of 
the conformal branching rules of su(P)q $ su(q)p c su(pq )1. First, we explain 
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how the corresponding finite branching rules are evaluated. Let ). be the highest 
weight of an irreducible representation of su(pq), represented by a Young tableau 
ofl).1 boxes. Its decomposition intosu(p )EElsu(q) is given by all pairs ofsu(P) and 
su(q) Young tableaux of 1).1 boxes each, which are related by transposition, that is, 
by interchanging rows and columns. The rule is to be understood in the sense that 
if the transpose of a su(P) Young tableau has more than q rows, it is not a su(q) 
Young tableau, and this pair of tableaux does not appear in the decomposition. For 
instance, the decomposition of COs of su(6) into su(2) EEl su(3) is 

that is, 

(0,0,0,0, 1) ~ (1) ® (0, 1) 

Indeed, for the other two su(2) tableaux of five boxes 

IIIIII,? 

(17.243) 

(17.244) 

(17.245) 

the interchange of rows and columns leads to tableaux of more than three rows, 
that is, nonregular Young tableaux for su(3). 

Part of the affine branching rules can be obtained by a similar procedure, except 
that the level must be taken into account. This forces the transposition transforma­
tion to be slightly modified. We first describe this modification and indicate later 
how the complete branching rules can be found. Since we are interested only in con­
formal embeddings, which restricts the level of the su(pq) algebra to one, only 
the branching rules for the fundamental representations are needed. The Young 
tableau representing We for t # 0 is a single column of t boxes, and a column of 
pq boxes for Wo. To obtain the decomposition of a tableau of t boxes, we first look 
for su(P) tableaux with exactly q columns (the level constraint), containing t - np 
boxes, where n is a nonnegative integer. This subtraction takes into account the 
fact that extra columns are allowed if they have exactly p boxes each (these do not 
contribute to the level). Of course, the transposed tableau has the same number of 
boxes. namely t - np. However, we are looking for a tableau with t - mq boxes 
(with m a nonnegative integer). This means that when n, m # 0, the transposition 
transformation must be adjusted. The required adjustment relies on the follow­
ing fact: there always exists a single element of the outer-automorphism group of 
su(q)p that transforms the integrable weight associated with the Young tableau of 
t - np boxes, into another integrable weight whose finite part is represented by a 
Young tableau of l - mq boxes. The resulting affine weight is the second of two 
weights occurring in the decomposition of We. 

The above statement, concerning the existence of an element of O(su(q)p) 
that can transform a Young tableau of t - np boxes into another one of t - mq 
boxes, is very simple to establish.We let a be the basic outer automorphism of 
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su(q). We recall that the action of ii on a reduced tableau (one for which columns 
of q boxes have been stripped oft) associated with an affine weight at level p, 
amounts to adding on the top of the tableau a row of p boxes (cf. Eq. (16.167». 
For repeated applications of ii, the tableau has to be reduced at each step. Therefore, 
n applications of ii on a tableau of i - np boxes transform it into a tableau of i 
boxes, and m reductions leave a resulting tableau of i - mq boxes, as desired. 

We illustrate this procedure by the example of the branching of Wo of SU(12)1 
into SU(3)4 $ 5u(4)3, which gives: 

(17.246) 

The above su(3) tableaux (the first members of each pair) are all the possible 
tableaux with at most 3 rows, 4 columns, and 12 - 3n boxes. (Here we choose 
to write tableaux such that they all have exactly 4 columns, by filling with the 
appropriate number of columns of three boxes.) The transpose of the su (3) tableau 
in the second pair is r <--> [2,1,0,0] (17.247) 

Since the number of boxes is 9, which cannot be written as 12 - 4m, this is not an 
eligible su ( 4 h tableau in the present context. Application of the various powers of 
the basic element ii of the su( 4) outer automorphism group to the reduced tableau 
yields (performing the necessary reductions after each step): 

(17.248) 



§17.A. su(P)q E9 su(q)p C SU(Pq)1 Branching Rules 

Among these, only the second one has the right number of boxes, hence 

a=o +---+ [0,2,1,0] 

773 

(17.249) 

must be chosen. Similar manipulations on the transpose of the first tableau in 
the third, fourth, and fifth pairs above show that eligible tableaux are obtained 
respectively from the action of ii, (;.2 and ii 2• 

The weight transcription of (17.246) is: 

[1,0,0,0,0,0,0,0,0,0,0,0] 

t-+ {[4, 0, 0] ® [3,0,0, O]} E9 {[I, 0,3] ® [0,2, I, O]} 

E9 {[2,1, 1] ® [I,I,O,I]} E9 ([O,2, 2] ® [I,O,2,O])} 

E9 {[I,3,O] ® [O,O,I,2]} 
(17.250) 

As previously mentioned, there is no guarantee at this point that this is the complete 
answer. Nevertheless, we can check, by verifying the sum rule (17.95), that for 
this case this is indeed the full branching rule. 

To proceed, we need the branchings of the outer-automorphism groups. We 
denote by A, a, and ii, respectively, the basic elements of the outer-automorphism 
group of §U(pq),su(p), and su(q). The relation 

(17.251) 

(where P is the projection matrix) allows the correspondence 

(17.252) 

Now, the affine branching rules are obtained from the union of the action by 
Eq. (17.252) in all possible ways on the partial branching rules obtained in the 
previous step. (We give this result without proof.) In this way, we could check 
that Eq. (17.250) is complete. This is left as an exercise, and a simpler example 
will now be considered, namely SU(2)3 E9su(3)2 C §U(6)1. The partial branching 
rules obtained after the first step are: 

cOo t-+ {[1,2] ® [0, I, I]} E9 {[3, 0] ® [2,0, O]} E9 ... 

W1 t-+ {[2, 1] ® [I, I,O]} E9 ... 

W2 t-+ {[1,2] ® [1,0, I]} E9 {[3,O] ® [0,2, On E9 .. . 

W3 t-+ {[2, 1] ® [0, I, I]} E9 {[O, 3] ® [2,0, O]} E9 .. . 

W4 t-+ {[1,2] ® [I, I, on E9 {[3, 0] ® [0, O,2n E9 .. . 

W5 t-+ {[2, 1] ® [1,0, I]} E9 {[O,3] ® [0,2, on E9 .. . 

(17.253) 

It follows from Eq. (17.252) that A3 t-+ a ® 1 and A2 t-+ 1 ® ii. In particular, by 
applying A 3 on the W4 branching rule, we find an additional term in the W1 branching 
rule, namely {[3, 0] ® [0,0, 2]}. Further actions of A produce no additional terms. 
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In general, A itself has no image into su(P) EEl su(q). In fact, it is only for p and 
q relatively prime that A has such an image, and it is given by 

(17.254) 

where the integers r and s are fixed by27 

ps = I modq, qr = 1 modp (17.255) 

This follows from the substitution of relation (17.254) into relation (17.252). These 
conditions are met in the above example, for which 

(17.256) 

An efficient use of this relation reduces substantially the number of branching rules 
that have to be explicitly evaluated. 

The present method provides another way of deriving su(N) modular invariants 
of the outer-automorphism type. Furthermore, it can be used to find new exceptional 
modular invariants: the contraction on a known exceptional invariant for sU(P)q 
yields an exceptional invariant for su(q)p. 

With appropriate modifications, this approach can be applied to the analysis of 
other infinite sequences of conformal embeddings. 

Appendix 17.B. General Orbifolds: Fine Structure of 
the c = 1 Models 

In this appendix, we generalize the notion of the Z2 orbifold encountered in 
Chap. 10. Whenever a conformal theory possesses some additional invariance 
under a finite group G, it is possible to quotient this symmetry and to produce an 
orbifold theory. 

As an illustration, we apply the orbifold technique to the c = 1 bosonic theory 
on a circle at the self-dual point: 

2 
R = - = h 

R 
(17.257) 

at which there is an additional spectrum-generating SU(2)1 symmetry algebra. This 
is simply the vertex representation ofthesu(2)1 model described in Sect. 15.6 (see 
in particular the discussion following Eq. (15.244). The 5U(2) symmetry of the 
model enables us to consider orbifolds under finite subgroups of 5U(2) whose 
conjugate action leaves the current algebra invariant (although the action on the 
algebra generators is nontrivial). In fact, they leave the bosonic action on the circle 
invariant. 

27 The existence of (r,s) is granted by Bezout's lemma (see Ex. 10.1), which says that for q,p 
relatively prime, there exist two integers (ro, so) satisfying pSo - qro = 1; we simply have to choose 
s = So mod q andr = -ro modp. 
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17 .B.l. Orbifold Based on a Group G 

The Z2 orbifold procedure described in Sect. 10.4.3 (also applied to minimal 
models in Sect. 10.7.5), can be generalized to any subgroup G of the symmetry 
group of the initial theory. It consists of the following steps: 
(i) We first consider a "twisted" partition function on the torus. This corresponds, in 

the Lagrangian language, to imposing boundary conditions that are not periodic, 
but twisted by elements a, b of G along the "space" direction 1 and the "time" 
direction r of the torus, respectively.28 The bosonic field ({J then must satisfy 
boundary conditions of the form 

({J(Z + 1) = a ({J(z) 

({J(z + r) = b ((J(z) 

This produces a partition function Za,b( r). 

(17.258) 

(ii) We next sum over all compatible boundary conditions. More precisely, if the 
group G is Abelian, the full orbifold partition function reads 

1 
Zorb = IGT L Za,b 

a,beG 
(17.259) 

However, if the group G is non-Abelian, the above sum must extend only to 
commuting couples (a, b) E G2 • 

In Eq. (17.259), the sum over a corresponds to the various twisted sectors of 
the Hilbert space of the theory, that is, in a fixed "time" slice, whereas the sum 
over b produces a group-invariant projection in each sector 

T3 = _1 Lb 
IGI beG 

(17.260) 

The fact that the sum (17.259) produces a modular-invariant partition function is a 
consequence of the T and S actions on Za,b, which, from Eq. (17.258), are directly 
found to be 

TZa,b 

SZa,b 
(17.261) 

We see that the commutativity requirement on (a, b) for non-Abelian groups 
ensures that the above action of T is well-defined. 

Reformulated concisely, the construction of an orbifold starts with a projection 
of the Hilbert space states onto a G-invariant subspace 

1 
Zproj = -IGI L Z1,b (17.262) 

beG 

28 Throughout this appendix, a or b is used to denote a group element, not to be mistaken with an 
outer automorphism of the affine Lie algebra or an element of the group center. Actually the choice of 
a and b here is rather natural in that it recalls a relation with the basic homology cycles a and b on the 
torus. 
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where the partition function remains periodic in the space direction (a twist by the 
identity of the group, 1, has no effect). Modular invariance is then reinforced by 
summing over all possible space twists a that commute with b. 

We illustrate this procedure in the case G = Z2 = {I, -I}, considered as a 
multiplicative group. We start with the projection 

Zproj = : (ZI,I +ZI,_I) (17.263) 
2 

It is transformed under the action of S and T into 

S Zproj = : (ZI,I + Z-I,I) 
2 (17.264) 

Hence we find that the combination29 

Zorh = (I + S + TS)Zproj - Z (17.265) 

is modular invariant. We have subtracted the untwisted partition function Z = ZI,I 
to avoid overcounting the untwisted sector. 

The Sit (2) 1 structure of the self-dual c = 1 model on a circle of radius R = ..ti 
allows for a variety of orbifolds, based on symmetry under the action of finite 
subgroups of SU(2). 

17.B.2.0rbifolds and the Method of Outer Automorphisms 

We digress briefly from our main line of argument, in order to comment on the 
relation between the orbifold and the outer-automorphism methods. Manifestly, 
the construction of nondiagonal theories using outer automorphisms, described 
in Sect. 17.3, is a special case of the orbifold construction. Moreover, the way 
modular invariance is recovered after the projection B is simpler to describe in the 
orbifold construction than in the one based on outer automorphisms. However, it 
should be stressed that in the latter method, the group that is quotiented is rather 
special, being the center of the symmetry groUp.30 Therefore, its action commutes 
with the algebra generators. This has the following important implication: upon 
projection, the affine characters are not broken; a complete representation either 
survives the projection or is eliminated. As a result, the orbifold partition function 
can still be expressed as a bilinear combination of the affine Lie algebra characters. 
Thus, formulating the construction in terms of outer automorphisms keeps us closer 
to the affine Lie algebra structure. Moreover, generic formulas are as simple for 
arbitrary G as for G = Zz, which is not the case with the orbifold method (cf. 
Ex. 17.30). 

Quotienting a WZW model by a group that is not in the center is thus bound to 
break all the affine integrable representations-and these cannot be reconstructed 
in the twisting process; therefore, the partition function cannot be described in 

29 The generalization of this fonnula to ZN orbifolds (N prime) is given in Ex. 17.30. 
30 This is thus always an Abelian-type orbifold. 
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terms of affine characters. In the present case, the free-boson representation of the 
su(2)1 model: 

H=i&p (17.266) 

allows us to express the orbifold partition function in terms of bosonic ones. 

17.B.3. 1[;2 Orbifold of the c = 1 SU(2)1 Theory 

The c = 1 theory has an obvious Z2 symmetry generated by the transformation 

a : qJ -+ -qJ 

Its action on the affine generators is 

a: H -+ -H 

Equivalently, with H = ../iTo == ,JiJ3 and E± =]1 ± iJ2, it reads 

a: JI -+ JI J2 -+ _J2 J3 -+ _J3 

(17.267) 

(17.268) 

(17.269) 

This transformation obviously preserves the structure of the current algebra. 
We note that the currents are invariant under the transformation 

(17.270) 

Since this Z2 transformation does not affect the generators, it must lie in the 
center of SU(2).31 Being interested in transformations that act nontrivially on the 
generators, we need to quotient the symmetry group by its center. This amounts to 
identifying the field configurations qJ and qJ + rr../2. We now define 

../2 a': qJ-+ qJ+rr-
2 

whose action on the generators is 

a': JI -+ -JI 

(17.271) 

(17.272) 

This action can be obtained from that of a by a cyclic permutation of the generators. 
Such a cyclic permutation can be described by a SU(2) rotation. Because 8U(2) 
is a symmetry of the model, the action of a must be equivalent to that of a'. 
Quotienting the action of a amounts to constructing the orbifold of Sect. 10.4.3, 
leading to the partition function Zorb(../2) of Eq. (10.84). Quotienting the action of 
a' simply reduces the radius of the circle by a factor of 2, leading to the partition 
function Z( ..(212). This proves the equivalence 

(17.273) 

31 On the other hand, the 2:2 transformation a does not lie in the center of the SU(2) symmetry group 
of the theory, and this is clear from its action on the generators Ji. 
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In the expression Eq. (10.84), Zorb appears as the half sum of Z(R) and of the 
R-independent twisted sector contribution, namely 

1 
Zorb(R) = 2" (Z(R) + Ztwist) 

At R = -/2, this yields, using the equivalence (17.273), 

Ztwist = 2Z(h/2) - Z(h) 

and hence 

Zorb(R) = ~ (Z(R) + 2Z( h/2) - Z( h») 

(17.274) 

(17.275) 

(17.276) 

This relation can also be checked directly using the expressions of Z(R) and Ztwist, 
given in Eq. (10.84). 

17.B.4. Quotienting by Subgroups of SU(2) 

The above construction has a natural generalization in which Z2 (# the cen­
ter) is replaced by some finite subgroup G c SU(2). G acts on SU(2) through 
the inner automorphisms c --+ aca- I , a E G. As already indicated, the center 
Z2 c 5U(2) always acts trivially by inner automorphisms, and only GIZz has a 
nontrivial effective action. We can thus restrict our study to the finite subgroups r 
of SO(3) = SU(2)/Z2. These are in one-to-one correspondence with the symme­
try groups of regular solids in three dimensions: the cyclic group with n elements 
en; the dihedral group with 2n elements Dn; and the tetrahedron T, octahedron 
0, and icosahedron I groups, with respective numbers of elements 12,24, and 
60. Their double coverings in SU(2) are known as the finite binary subgroups of 
SU(2), namely the cyclic group C2n with 2n elements; binary dihedral Vn with 4n 
elements; and tetrahedral, octahedral, and icosahedral groups T, 0, and I, with 
respective numbers of elements 24, 48, and 120. 

CyCUC GROUP en 

The cyclic group en of SO(3) is generated by an n-fold symmetry around a given 
axis. In the Carlan-Weyl basis {H,E±}, it is generated by the element 

with action 

an : 

-/2 an : rp --+ rp+Jr­
n 

H--+H 

(17.277) 

(17.278) 

The translation by lin times the original period reduces the radius of the initial 
theory by a factor lin, leading to the partition function 

(17.279) 
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DIHEDRAL GROUP Dn 

The dihedral group Dn of 50(3) is realized by n axes oftwo-fold rotation symme­
try, perpendicular to one axis of n-fold rotation symmetry. It is generated by the 
adjunction of the Z2 generator a defined in Eq. (17.267) to the Zn generator an of 
Eq. (17.277). According to the discussion of Z2 orbifolds, the resulting theory is 
the Z2 orbifold of the theory at radius ./2/n, with partition function Zorb( ./2/n). 

This result can also be obtained by following the procedure described in 
Sect. 17 .B.l. The problem essentially boils down to the determination of the mu­
tually commuting elements of the group Dn. For odd n, they fall into one cyclic 
subgroup Cn of order n, and n cyclic subgroups C2 of order 2. The sum (17.259) 
becomes here 

(17.280) 

The subtraction of Z\ = Z1,1 from the second term avoids overcounting the con­
tribution from the identity element, which is common to all the Abelian subgroups 
we summed over. For even n, the mutually commuting elements of Dn fall into 
one cyclic subgroup Zn and n12 dihedral subgroups D2 , which in tum contain the 
same C2 as Cn ,....., Cnl2 X C2. This leads to 

1 n 
ZD" = 2n (nZn + "2(4ZD2 - 2Z2)) (17.281) 

But since D2 ,....., Z2 X Z2 is Abelian, the two Z2 quotients can be performed 
successively: one of them reduces the radius to ./212, and the other transforms the 
partition function into 

ZD2 = Zorb (~) = ~(322 - 2\) (17.282) 

Substituting into Eq. (17.281), we again find the expression (17.280). Hence, 
irrespectively of the parity of n, we have 

(17.283) 

The relation to 2 orb(./2/n) follows from Eq. (17.276).) 

EXCEPTIONAL GROUPS T, 0, I 

A thorough study of the mutually commuting elements of the three subgroups T, 
0, and I leads to the following results: 

1 
2T = 12 (4ZD2 + 4(3Z3 - Z\)) 

1 
= "2(223 +22 -Z\) 

1 
20 24 (3(424 - 222) + 4(323 - 2\) + 3(42D2 - 2Z2)) (17.284) 
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1 
= 2(Z4 +Z3 +Z2 -Z\) 

1 
ZI = 60 (6(5Z5 - Z\) + 10(3Z3 - Z\) + 5(4ZD2 - Z\) + Z\) 

1 
= 2(Z5 +Z3 +Z2 -Z\) 

where the first sum exhibits the structure of the mutually commuting elements 
of the various groups. These last three theories are exceptional in many respects. 
None of them lies on the line Z(R), nor on its orbifold line Zorb(R). They form 
three isolated points in the space of c = 1 theories. The complete classification of 
modular-invariant partition functions at c = 1 consists simply of:32 

Z(R) R E]O, h) 
Zorb(R) R E]O, h[ (17.285) 

ZT Zo ZI. 

Any c = 1 conformal theory we can think of must thus be in this set. As a simple 
example, the square of the Ising model (the superposition of two noninteracting 
copies of the Ising model, with total central charge c = ~ + ~ = 1) is identified as 

ZrSing = Zorb(1) 

(See Ex. 10.23 for a detailed proof.) 

17.B.S. The Finite Subgroups of SU(2) and A,b,E 

(17.286) 

There is a remarkable relation between the extended Dynkin diagrams of the 
simply-laced affine Lie algebras (of type A, D, E) and the finite binary subgroups 
of SU(2). Let.e = 1,2,··, ,de denote the irreducible representations of a finite 
binary subgroup of SU(2). Fix.e = 1 to be the identity representation, and l = 2 
some two-dimensional faithful self-conjugate representation of Gin SU(2). The 
tensor products between representations 

(2) ® (i) = E9 Gls (5) (17.287) 
s 

define uniquely some nonnegative integer valued matrix G of size de x de. G 
can then be viewed as the adjacency matrix of a graph, with nodes labeled by the 
representations i = 1,2,·" ,dc, and with Gls links between any pair of nodes 
(l,s). With these definitions, we have the following result, known as the McKay 
correspondence: The finite binary subgroups of SU(2), namely the cyclic C2n , 

dihedral V 411, and exceptional T, 0, and I, are in one-to-one correspondence with 

32 The ranges of the radius of the circle take into account the symmetry R ++ 21R. TheradiusR = -12 
has been excluded from the range of the orbifold partition function. to avoid overcounting it (it is already 
given by Z(-I2/2). thanks to the equivalence (17.273». 
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A 

A 2n-1 
(1)1 (1)2 (1)3 

(1)2 (1) 

),·2)-1-----411(~~) -2 ---j(--2)-, (2):( , 
(1)1 (1)4 

(3) 

(1)1 (2)1 (2)3 (1) 3 
(2)2 

(1)2 

(4) 

(1)1 (2)1 (3\ (3) 2 (2) (1) 2 2 
(2)3 

(6) 
• • • • • I (~\ • (1) (2)1 (3)1 ( 4)1 (5) (2)2 

(3)2 

Figure 17.6. The A, D, E affine Dynkin diagrams corresponding to the finite binary sub­
groups of 5U(2). The index, borrowed from the ordinary A, D, E Dynkin diagrams, de­
notes the number of nodes minus one. The nodes are indexed by the corresponding group 
representations, denoted by their dimension d as (d)i. 

33 A A A A A 

the affine diagrams A 2n - h Dn, E6 E7 , and Eg, with respectively 2n, n + 1, 7, 8, 
and 9 nodes. These diagrams are depicted on Fig. 17.6. 

There is thus a close connection between the G-orbifo1d models constructed 
in this appendix and the..4, D, E algebras. This provides a surprising remnant of 
the ADE classification of the modular invariants for the SU(2)k models and the 
Virasoro minimal models. 

We could wonder whether the affine diagrams of Fig. 17.6 have anything to 
do with the extended fusion rules of the rational theories obtained by the orbifold 

33 Note that only bicolorable affine diagrams occur here, that is, diagrams whose vertices can be 
consistently assigned one of two colors in such a way that any two adjacent vertices have different 
colors. This eliminates the A2n diagrams. 
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method. Actually, the extended fusion numbers of the C2n orbifolds, with partition 
function Z(.j2ln) on the torus, are easily seep to be N,./ = 8t ,r+s mod 2n2 (see 
Ex. 10.21). They are encoded in the diagram A2n2_" whose adjacency matrix is 
Ars = Nir s. There is thus a mismatch between the group fusion diagram A 2n- 1 

and the corresponding RCFT fusion diagram A2n2-1. There is no such relation for 
the other orbifold theories.34 

The McKay correspondence is illustrated in the case of the icosahedral group 
I in Ex. 17.31. 

17.B.6. Operator Content of the c = 1 Theories 

BOSON COMPACfIFIED OPERATOR CONTENT 

The torus partition function of the ordinary bosonic theories compactified on a 
circle of radius R is (see Sect. 12.6.2) 

1 -
Z(R) = -- L qhe,mijhe.m 

1,,(q)12 e,meZ 
(17.288) 

It exhibits the full electromagnetic operator content: each operator Oem is a mixture 
of the purely electric vertex operator 

P"'I _ eierplR 
Ve,O - (17.289) 

with electric charge e, and the purely magnetic operator OO,m which creates a line 
of defect along which ({J has a jump discontinuity of 2mn. 

When R2 is a rational number, the theory is rational, that is, the partition func­
tion can be reorganized in terms of afinite number of extended characters. More 
precisely, for 

R=/2;' (17.290) 

with p,p' two positive, coprime integers, the partition function (17.288) can be 
rewritten as (see Ex. 10.21 for a proof) 

with 

N-l 

Z(J2p'lp) = L K~N\r:) k!:l(r) 
A=O 

Kt)(r) = _1_ Lq(nNH)212N , N = 2pp' 
,,( r) neZ 

(17.291) 

(17.292) 

34 Indeed, using Ex. 10.18, it can be shown that if some RCFf fusion rules are also the rules for the 
tensor product of the irreducible representations of a finite group, then they must also be identified 
with the rules for the multiplication of classes of the same group. This can be the case only for an 
Abelian group, so the diagrams of Fig. 17.6 other than A2n-1 do not encode the fusion rules of RCFfs, 
a fortiori not those of the corresponding orbifold theories at c = 1. 
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and Wo defined as 

Wo = pro + p'so mod N (17.293) 

where (ro, so) is any Bezout couple for p and p' (see Ex. 10.1), that is, any couple 
of integers such that 

pro - p'so = 1 (17.294) 

The functions K~N) ( r) are the extended characters of this rational conformal theory. 
Note that the partition function (17.292) is nondiagonai (see Sect.IO.8.7) unless 
Wo = 1, which is realized only if p = 1 (or p' = 1 by the duality R B- 21R of 
Eq. (10.65». In that case, Eq. (17.292) becomes diagonal 

2p'-1 

Z(J2jii) = L IK?p')(r)1 2 (17.295) 
1.=0 

This exhibits clearly the rational structure of the theory, with a finite collection of 
extended fields 4J1.' ).. = 0, 1, ... , 2p' - 1, with conformal dimensions 

)..2 
h1. =-

4p' 
(17.296) 

Their fusion rules are easily obtained from the modular transformations of the 
extended characters (10.126) by applying the extended version (10.219) of the 
Verlinde formula. They read (see Ex. 10.21): 

(17.297) 

and therefore coincide with those of sU(2p')I. 

Z2 ORBIFOLD OF THE BOSON COMPACTIFlED ON A CIRCLE OF RADIUS R 

The ~ orbifold of the bosonic theory compactified on a circle of radius R has the 
torus partition function (see Eq. (17.276» 

1 
Zorb(R) = 2 (Z(R) + 2Z(~) - Z(.J2-1)) (17.298) 

According to Eq. (17.295), we can rewrite 

(17.299) 

and 

Z(~) = t IK~2)12 = t I·~ Lq(2nH)2/4 1
2 

1.=0 1.=0 .,., nEZ 

(17.300) 
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The particular combination 2Z(.J8) - Z(.../2) actually subtracts some of the terms 
in Eq. (17.299). Indeed, we have 

2 L IKi8)1 2 
'-=2,6 

41! Lq(4n+1J2/412 = I L ! Lq(4nH)2/412 
TJ neZ '-=1,3 TJ neZ 

I! Lq(2n+I)2/412 = IK}2)12 
TJ neZ 

(17.301) 
Analogously, the terms}. = 0,4 in Eq. (17.299) combine with the term}. = 0 in 
Eq. (17.300) to yield 

L IKi8)12 - 1~2)12 = 1!(Lq(2n)2 _ q(2n+I)2) 12 
'-=0,4 TJ neZ 

(17.302) 

Finally, the partition function (17.298) reads 

Zorb(R) = ~Z(R) + L I Ki8) 12 + ~I! L<_onqn212 
'-=1,3,5,7 TJ neZ 

(17.303) 

It exhibits the following operator content. The spectrum of the original bosonic 
theory appears with a coefficient 4, but we note that he,m = h-e,-m. Except for the 
case e = m = 0, the terms in Eq. (17.288) can be grouped two by two, factoring 
out a multiplicity 2 (which is canceled by the prefactor 4). The corresponding 
operator o~~~ = 4<Oe,m + O-e,-m) is Z2-even (invariant under f/J -+ -f/J). Note 
in particular that the electric part of the operator is cos(ef/JIR) instead of eiq;IR in 
the nonorbifold model. The term e = m = 0 actually combines with the last 
term of Eq. (17.303) to give the contribution of the identity ][ and of a field e of 
dimension 1 (the appearance of this field will become clear below). In addition, 
the second term of Eq. (17.303) corresponds to two twice-degenerate fields (}'(i) 

and r(i), i = 1, 2, with respective dimensions ft, and -&. These are the so-called 
Z2-twist operators of the orbifold theory. They create line discontinuities across 
which f/J changes to -f/J. 

When the theory is rational and diagonal, that is, when 

(17.304) 

we may write 
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By using the symmetry K~Zp') = Ki::~ .. , we finally obtain 

+ 121 LQp'n2 + (_l)nQn2IZ + 121 LQp'n2 _ (_l)nQn2IZ 
TJ neZ 11 neZ 

(17.306) 
This exhibits the full operator content of the diagonal rational orbifold theories. 
More specifically, by order of appearance in Eq. (17.306), it reads: 

(i) <1> .. ,).. = 1,2, ... ,p' - 1 with dimension h .. = )"z/4p'. 
(ii) A twice-degenerate operator <I>~'>, i = 1,2, with dimension hp' = p'/4, and 

character 

where the prefactor ~ has been canceled by grouping the n and -n - 1 terms 
in the first sum. 

(iii) The twist operators a(i) and .(i), i = I, 2, with respective dimensions -&, and 
9 
16· 

(iv) The identity operator][ with dimension O. 
(v) The operator e of dimension 1. 

For p' = 2, the orbifold model is merely the square of the Ising model 

(17.307) 

(see Ex. 10.23 for a detailed proof). The above operator content indeed reproduces 
that of the square of the Ising model; the nine operators (][I, aI, EI) ® (][z, az, EZ) 

are 

<1>1 al ®az (h = ~) 
8 

<I>(i) 
Ei ®][Z-i (h =~) Z 2 

a(i) = ai®][Z-i (h= ~) 
16 

.(i) ai ® EZ-i (h= ~) 
16 

][ ][1 ®][z (h = 0) 

e = EI ®EZ (h = I) 

By using the modular transformations of the extended characters appearing 
in (17.306), we can compute the extended fusion rules of the rational diagonal 
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orbifold theories. For p' even, the result is (see Ex. 17.32 for a proof): 

rJ>"A x lPJL = rp)..+J.L + lP)..-p. for J.t i= A, 2p' - A-

rPJ.. X rPJ.. 1I + e + rP2J.. 

lPzp'_J.. X rPJ.. 

ex rPJ.. 

exe 
rP(i) x rP(i) 

p' p' 

rP(1) x rP(2) 
p' p' 

a(i) x a(i) 

a(1) x a(2) 

ex a(i) 

,/, + ,/,(1) + ,/,(2) 
'l'2J.. 'l'p' 'l'p' 

= rPJ.. 

= 1I 

1I 

= e 

1I + rP~! + L rPJ.. 
J.. even 

= LrPJ.. 
J.. odd 

= r(i) 

(17.308) 

where the index of rP is defined modulo p' and takes the values 1,2, ... ,p' - 1, and 
the index i takes the values 1, 2. 

Wbenp' is odd, the fusions involving rPJ.. (the first four lines ofEq. (17.308» 
are unchanged, but those of the other fields become 

exe = 1I 

rP (i) X rP (i) 
p' p' e 

rP~~) x rP~) 1I 
(17.309) 

a(i) x a(i) = lI+rP~) + L rPJ.. 
J.. odd 

a(1) x a(2) 1I+ L rPJ.. 
J.. even 

whereas e x a(i) = r(i) is unchanged. 
The operator content of the exceptional theories T, 0, I may also be deduced 

from a similar analysis of their partition functions on a torus. 

Exercises 

17.1 SU(3)k invariants by outer automorphisms and permutations 

a) Write down explicitly all su(3) nondiagonal modular invariants that can be obtained by 
the method of outer automorphisms. 

b) Use the D-invariant at level 9 and the identity (17.144) to obtain the invariant (17.119). 

c) In the D-series, identify the permutation invariants and obtain the explicit form of the 
permutation operator. 
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17.2 su( 4)k invariants by outer automorphisms 
Obtain all nondiagonal sU(4) mass matrices that can be found by the method of outer 
automorphism. Note that in this case, the projection procedure can also be done with a 
subgroup of the center, namely ~. 

17.3 Properties of su (N)k invariants by outer automorphisms 

a) Show that all outer-automorphism SU(N)k invariants are permutation invariants when N 
and k are coprime. Give the explicit form of n(i). 

b) Show that the outer-automorphism SU(N)k invariants are block-diagonal when N and k 
are not coprime. Characterize the weights that survive the projection. 

17.450(7) invariants by outer automorphisms 
Write the 50(7) nondiagonal modular-invariant partition functions obtained by the method 
of outer automorphisms for: 

a)k = 2; 

b) k = 3. 

17.5 Properties of conformal embeddings 

a) Argue that for the embedding PXe C gl to be conformal, g must necessarily be simple. 

b) For a chain of embeddings p(!) C p(2) ... C g, show that all embedding indices but one, 
and all values of k but one, must be equal to 1. 

17.6 Application of the sum rule for conformal branching rules 
Calculate the first row of the sp(4) 1 and SU(2)10 modular S matrix, and use Eq. (17.95) to 
complete the determination of the branching rules 

[1,0,0] ~ [10,0] E:9C2 [4,6] 

[0, 1,0] ~ [7,3] E:9C4 [3,7] 

[0,0, 1] ~ [6,4] E:9 C6 [0, to] 

which follow from an analysis of the conformal dimensions and finite branching rules at 
grade zero. 

17.7 Some conformal branching rules 

a) Using the following projection matrix of so(8) onto su(3) 

p=c 
derive an su(3) nondiagonal invariant. 

° 3 
(17.310) 

b) From the su( 6) diagonal modular invariant and the embedding su (3) c su (6) with finite 
branching rules 

(0,0,0,0, 1) ~ (2,0) 

(0,0,0, 1,0) ~ (2,1) 

(0,0, 1,0,0) ~ (3,0) E:9 (0,3) 

(together with their conjugates), obtain Eq. (17.115). 
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17.8 Fine structure of the conformal embedding SU(2)4 C su(3)1 

a) For the embedding su(2) C su(3) with Xe = 4, express the su(2) generators, in the JQ 
basis, in terms of those of su (3). From the current extension of this equality, show directl y the 
equivalence of the Sugawara energy-momentum tensors of the SU(2)4 and su(3)1 theories. 

b) Find the representation of those SU(2)4 fields at grade zero that transform in the adjoint 
representation in both sectors in terms of the three free complex fermions that provide a 
representation of su(3)1. 

17.9 A SP(4)3 permutation invariant 
In this exercise, we look for a possible sp( 4)3 permutation invariant following the strategy 
proposed at the end of Sect. 17.8. The set of finite weights whose affine extension have 
second-lowest quantum dimension is 

{WI, 3WI, WI + 2euz, euz, 2euz} 
a) Show that the only permutations of this set that are compatible with T invariance are 

D(wI) = WI 

b) Derive the fusion rule: 

and 

WI X WI = 0 + euz + 2wI 

Conclude that D must leave euz fixed, hence D = id. 
e) The other permutation D' is certainly an automorphism of the fusion rules, acting as a 
genuine SP(4)3 outer automorphism on WI: D'([2, 1,0)) = [0,1,2]. Describe the action of 
D' on all the weights and relate it to the basic outer automorphism a. 

17.10 Galois symmetry and fusion rules 

a) Acting on both sides of the equation 

Si" Sj" _ '" .r..kSk" 
-~JviJ 

SOn SOn k SOn 
(17.311) 

with a Galois transformation 0" (whose action on S is given by Eq. (17.156», show that 

Niaja"a = L E,,(O) E,,(i) E"U) E,,(k) Nil NfY'ka"a 
k 

(To emphasize that this result generalizes to any RCFT, we use the general field labels 
i,j, . .. instead of integrable weights.) 

b) In terms of the matrix G" with components 

(G")ij = E"U) Oi.ja 

show that the result can be written compactly as 

Nia = E,,(O)E,,(i) G;;I Ni G" N;,a 

e) Illustrate this formula with the different Galois transformations of the SU(2)3 WZW 
model. 

17.11 Weyl reflection associated with Galois transformations 
Prove that when (l, k + g) = 1 (which is necessarily true whenever (l, M(k + g» = 1), 
the affine extension of the weight leA + p) can always be reflected inside the fundamental 
chamber. 
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17.12 Parity rule 

a) Use the parity rule to probe a possible extension of the SU(3)2 chiral algebra. 

b) For SU(3)k with k = 0 mod 3, verify the compatibility of the parity rule and the outer­
automorphism construction, that is, check that 

E(W~) = f(~"A) 
where an A stands for the finite part of an i. 
17.13 Exceptional su(3)s invariant from Galois symmetry 
Show that the sU(3)s exceptional invariant (17.115) can be described as a block-diagonal 
Galois invariant. 

17.14 (;2 Galois invariants 
Obtain the following three (;2 invariants from Galois transformations: 

k = 3 : Z = IX(o,o) + X(1,t) 12 + 2IX(0,2)12 

k = 4: Z' = IX(o,o) + X(0,3) 12 + IX(0,4) + X(1,O) 12 + 2IX(1,t)12 

k = 4: Z" = IX(o,o)1 2 + IX(0,3i + IX(l,t)12 + IX(0,2)12 + IX(l,2)12 
(17.312) 

+X(0,t)X(2,0) + X(2,0)X(0,t) + X(O,4)X(1,0) + X(l,0)X(0,4) 

The first two invariants can also be obtained from conformal embeddings (in (£6)1 and 
50(14)1 respectively), but the third one cannot be obtained from a conformal embedding 
nor by the outer-automorphism construction. 

17.15 Galois symmetry and the su(2) nondiagonal invariants 

a) Show that all the su(2)4m invariants (called D 2m+2 in Eq. (17.114» can be obtained by 
an appropriate Galois transformation. 

b) Show that the SU(2)6 permutation invariant cannot be described by a Galois 
transformation. 

17.16 Generalized Galois permutation invariants 

a) For the generalized permutation invariant (17.196), for which it is assumed only that a 
commutes with 7 and A(O) = Ou, prove that A must be of order 2. 

b) Verify the following consequence of the assumed commutativity of a with 7: 

To = 70" = 7.4(0) =* i IAWol2 = 0 mod 1 

c) Derive the equality 

and conclude from this that 

e-2"i(A~,A) = Eu(O)fu(A) 

d) With similar manipulations, show that fu(A) = Eu(A(A», where A(A) is the finite part of 
Ai. 
e) Use Sox = a 2(SoX)' to obtain 

(AWo. A) = (AWo. AU) mod 1 

f) Prove the 7 invariance of the generalized Galois permutation n ofEq. (17.196), that is, 

7n(X) = Tx 
g) Prove its S invariance: Sn(X),n(Jl) = SX,i<' 
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17.17 An infinite sequence o/permutation invariants/or S'O(2r + 1)2 
The integrable weights for the S'O(2r + 1) affine algebra at level 2 are 

Wo, 2WI, Wo+w" WI +W" Wo+Wb Wj, 2wr 

with 2 :5 j :5 r - I. Denote the last r weights by v(i) in this order, with I :5 i :5 r, that is 

vO) = WI + wr 
VV) =Wj, 
vCr) = 2wr 

2:5j:5 r - 1 

All the permutation invariants of S'O(2r + 1)2 can be proven to be of the form: 

nl(v(i» = V([ilJ) 

nl(~) = ~ if ~ E {2Wo, 2WI, Wo + W" WI + wr } 

where £ is an integer such that £2 = I mod (2r + 1) and [x] is the unique integer in the 
range 0 :5 [x] ~ r satisfying x = ±[x] for either sign. These are all generalized Galois 
permutation invariants. 

a) Verify that the lowest rank at which a nontrivial invariant occurs is for r = 7 and find the 
explicit form of this new permutation invariant. 

b) Show that any solution £ of the equation 

may be written in the form 

£2 = I mod (2r + 1) 

£+I=pa 

£ - I ufJ 

where ex and fJ are two coprime integers such that exfJ = 2r + I, and p and u are some 
nonnegative integers. 

c) Using the Bezout lemma (Ex. 10.1), show that p and u are necessarily even integers 
modulo (2r + 1), and compute their values in terms of the Bezout couple for ex and fJ, 
namely the integers r and s such that 

rex -sfJ = I 

Result: p = 2r, u = 2s. 

d) Let p denote the number of distinct prime divisors of 

p-I 

2r + I = TI pri 

;=1 

(the divisor I is omitted from the product). Show that the number of solutions of the equation 
£2 = 1 mod (2r + 1) is exactly 2P- I. 
Hint: There is one solution £ = 2rex - 1 for each divisor ex of 2r + 1 which is coprime with 
(2r + l)lex. There are exactly 

Ef ~ ) = 2"-1 
k=O \p I 

such divisors. The number of permutation invariants is therefore 2P - 1 , including the diagonal 
one. The next values ofr where new invariants arise are then 10, 16, 17, 19,22,25, etc. 
There is a similar sequence of permutation invariants for the algebras S'O(2r)2' 
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17.18 Extendedfusion rules 

a) Using the SU(2)k fusion rules, derive the fusion rules for the extended fields (17.136) and 
(17.137). (Ambiguities related to the tPt, tP~ factors are lifted by imposing invariance under 
the Z2 automorphism tPt -+ tP~, which leaves the tPn<i 's unaffected.) 

b) Prove that these fusion rules have a nontrivial automorphism only at k = 16, 
corresponding to the interchange 

X2 + X14 - Xg 

17.19 Eigenvalues of adjacency matrices 
Diagonalize the adjacency matrices of some graphs of Fig. 17.4 and check that the 
eigenvalues are given by Eq. (17.225) with the sets of exponents listed in Table 17.2. 

17.20 A wrong choice for the unit vertex on E6 
We consider the E6 diagram of Fig. 17.1, but we choose the vertex 5 as the unit vertex. 

a) What is the new fundamental vertex (? 

b) Write the graph-algebra relations in terms of the matrix G = Nr. 

c) Show that G satisfies the polynomial relation of degree 4: 

G4 - 5G2 +ll =0 

d) Conclude that this choice of unit vertex cannot lead to a good graph algebra. 
Hint: The dimension of the polynomial algebra generated by G is at most 4, whereas a good 
graph algebra should have dimension 6. 

17.21 Negativefusion numbers for the E7 graph 
We consider the E7 graph algebra, with unit vertex at the end of the longest leg and funda­
mental vertex directly linked to it. Let G = Nr denote the fundamental matrix generator, 
also equal to the adjacency matrix of E7 • 

a) Write all the generators N r of the E7 graph algebra as polynomials of the matrix G. 

b) Compute the entries of the matrix generators N r, and show that some of them are negative. 

17.22 Eg graph algebra and its modular invariant 
We consider the Eg graph algebra, with unit vertex at the end of the longest leg and funda­
mental vertex directly linked to it. Let G = Nf denote the fundamental matrix generator, 
also equal to the adjacency matrix of E g• 

a) Write all the generators Nr of the Eg graph algebra as polynomials of the matrix G. 

b) Check that the consistency between the graph-algebra relations yields the vanishing of 
P(G), where P is the characteristic polynomial of G. 

c) Compute the equivalence classes for the relation ~ for the choice of subalgebra indicated 
by the circled vertices in Fig. 17.2. 

d) Compare the two classes with the blocks ofthesu(2b Eg-type modular invariant given 
in Eq. (17.114). 

17.23 Normal matrices 

a) Let G be a normal matrix, that is, [G, GIl = O. Show that if two eigenvalues of G are 
distinct, then the corresponding eigenspaces are orthogonal. 

b) Deduce that a normal matrix can be diagonalized in an orthonormal basis. 
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17.24lsospectral graphs 

a) Compute the eigenvalues of the adjacency matrix of the V3 diagram of Fig. 17.4. 

b) Diagonalize the following matrix 

[I 
0 0 0 

") 0 0 0 I I 

G 
0 0 o 0 

1 0 0 o 0 
0 o 0 
0 o 0 

Deduce that the associated graph has the same exponents as v 3• 

c) Why is this graph a bad candidate for the graph-subalgebra treatment? 
Hint: Look for a unit vertex. 

17.25 £5 graph subalgebra and extendedfusion algebra 
Write explicitly all the 12 x 12 matrices N lj and N 2j , j E Z6 for the graph algebra of the £5 
diagram and show that the N I 's are just permutation matrices, generating the multiplicative 
group of the 6-th roots of unity. Show also that this fusion algebra is isomorphic to the 
su(6)1 fusion algebra. 

17.26 Eigenvalues of tfte fundamental su(2) and sU(3)fusion matrices 
Calculate the ratio r?) of S matrix elements (14.245) for the affine extension f of the 
fundamental representation of su(2) and su(3): 

a) In the SU(2)k case, show that 

b) In the SU(3)k case, show that 

Al + 1 
= 2 cos rr-k-­

+2 

3 r?,) L e2i1r(Ej.A+p)/3(k+3) 

i=1 

where EI = WI. E2 = CiJ2 - WI and E3 = -CiJ2, where WI. and CiJ2 are the su(3) fundamental 
weights. 

17.27 £9 and £21 graph algebras and their modular invariants 

a) Using a computer, diagonalize the adjacency matrices for the &; and £21 diagrams of 
Fig. 17.4. Using the Verlinde formula, compute the matrices N r • (A good check for the 
validity of the computer program is that we should get matrices with nonnegative integer 
entries only.) 

b) Determine the classes of the equivalence relation ~ by Eqs. (17.218)-( 17.219). Compare 
the result to the blocks of the £9 and £21 modular invariants of Eqs. (17.117) and (17.119). 

17.28 Some su(P)q ffi su(q)p C su(pq)1 branching rules 

a) Calculate the embedding indices for su(P) ffi su(q) C su(pq) by considering the 
branching rule of some fundamental weight Wi with p, q :::: l, using Young tableaux. 

b) Check that the branching rules obtained in App. 17.A when (p,q) = (2,3) are complete 
by verifying the sum rule (17.95). 

c) Calculate the full set of branching rules for the case (p, q) = (2, 4). 

d) Same as (c) for the case (p,q) = (3,4). 
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17.29 The A-D su(2) modular invariants from conformal embeddings 

a) Derive the complete A-D sequences of su(2) modular invariants by an appropriate 
projection of the su(2)q E9 SU(q)2 invariant, obtained from the su (pq) 1 diagonal one. 
Hint: The required branching rules should be calculated by the method detailed in App. 17.A. 
The results are: 

q 

Wi ~ E9 a i ® a l (q+1)/2{[(q - n)Olo + nwd ® [%12 + Wq- nI2]} (q odd) 
,,=0 
"e2Z 

q 

~f ~ E9 1 ® af {[nOlo + (q - n)wd ® [W(q-,,)12 + W(q+n)l2]) (q even) 
n=O 
ne2Z 

q 

~l+1 ~E9t ® ai{[nOlo + (q - n)wd ® [W(q-n+I)I2+W(q+n+l)l2]) (q even) 
n=1 

ne2Z+1 

b) Find an exceptional SU(I0)2 invariant by projecting the su(20) 1 diagonal invariant onto 
the E6-type su(2)10 invariant. 

17.30 ZN orbifoldfor N prime 

a) We denote by Za,b the twisted partition functions, a, b E ZN, and use the additive group 
structure of ZN. Write the projected partition functionZproj ofEq. (17.262) in terms of Za,b. 

b) Show that the T and S transformations on Za,b act on the twists (a, b) as 

T : (a, b) -+ (a,a+bmodN) S : (a, b) -+ (b,a) 

c) Compute the action ofT"'S on the twists (0, b), for any b E 7I..N , m = 0, 1,··· ,N - 1. 

d) Show that if N is prime, and b =f. 0, then Tms(o, b) generates the twists (a, b), a E 7I..N 

exactly once, for m = 0, I, ... ,N - 1. Why is it crucial that N be prime? What happens to 
the twist (0, O)? 

e) Show that the form of the 7I..N orbifold modular invariant (17.259) in terms of Zproj' which 
generalizes Eq. (17.265) is 

( 
N-I ) 

Z~~b") = 1 + ~ T'" S Zproj - Zo,o 

17.31 McKay correspondence for the icosahedral subgroup ofSU(2) 
Exercise 10.18 might be a good prerequisite for generalities on group theory. The character 
table of the binary icosahedral subgroup ofSU(2), of order 120, is listed on Table 17.4. For 
any finite group, the group tensor-product-algebra coefficients N,.s t are expressed as 

Nil = I~I L IC"IXi(a)Xj(a)Xk(a) 

" 
(The proof of this group Verlinde formula is detailed in Ex. 10.18.) The sum extends over 
the classes C" of the group, IGI denotes the order of the group, IC" I the order of the class 
C", and Xi(a) the value of the character of the irreducible representation i over the class C". 
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a) With the data of Table 17.4. check the orthogonality of the characters 

" _ IGI ~ Xj(a)xj(/3) = ICal 8a,p 
} 

a 

b) Compute the tensor-product algebra of the icosahedral group I. 

e) Find a two-dimensional representation leading to the affine diagram 138 of Fig. 17.6. 

Table 17.4. The character table of the binary icosahedral subgroup 
I of SU(2). The columns correspond to classes (denoted by their 
number of elements). and the rows to representations (denoted by 
their dimension). We check that 1; (card. of classes) = 1; (dim. 
of reps.)2 = 120. Here a = (1 + ./5)12 is the golden ratio. and 
ex = (I - ./5)12 its conjugate in Q[./5]. the quadratic extension of 
Q in which the characters take their values. 

Classes : [1] 1 [1h [12]1 [12h [1213 [12]4 [20]1 [20h [30] 
Reps 

(1) 
(2)\ 2 -2 -ex -a a ex -1 0 
(2)2 2 -2 -a -a ex a 1 -1 0 
(3)1 3 3 ex a a ex 0 0 -1 
(3)2 3 3 a ex ex a 0 0 -1 
(4)1 4 -4 -1 -1 -1 0 
(4)2 4 4 -1 -1 -1 -1 0 
(5) 5 5 0 0 0 0 -1 -1 1 
(6) 6 -6 -1 -1 0 0 0 

17.32 Extended fusion rules of the rational block-diagonal c = 1 orbifold theory The 
aim of this exercise is the derivation of Eqs. (17.308}-(17.309). by means of the extended 
Verlinde formula (10.219) for RCFTs. 

a) For p' even. write the extended S matrix of the modular transformations of the extended 
characters appearing in Eq. (17.306). 
Result: In the extended basis (ll, e, ,p~:, ,p/.., u(i), ,[,(il). the S matrix reads 

S= 
1 

M 
1 1 2 .jj1 .jjii 
1 1 2 -.jj1 -.jjii 

1 1 1 2(-1)1' ( -1)i-i' .jj1 -( -l)i-i" .jj1 
x 2 2 2(-1)/.. 4 /..1' 0 0 COS7f 2p' 

.jj1 -.jjii ( _1)i' -j .jjii 0 8i'j'M -I).,,,,M I,} 

.jj1 -.jjii ( _1)i" -j .jjii 0 -8." "M 8i"J"M I,} 
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where the matrix elements are taken between operators (I e ,j,(i),j, a(i') r(i") and , ''Y'p' ,'I'A, , 

( (j) (j') (j"» li,e'¢p"¢,,,a ,r . 
b) Repeat the calculation in the case p' odd. Show that the matrix elements of S differ from 
the even case only by some phases, which are 8-th roots of unity. 

c) Deduce the extended fusion rules (17.308)-(17.309) by applying the extended Verlinde 
formula (10.219) for RCFfs. 

Notes 

The two infinite sequences of su(2) nondiagonal modular invariants were first obtained 
by Gepner and Witten [172] and independently by Bernard and Thierry-Mieg [44], by 
projecting out odd states and reinforcing modular invariance with the introduction of extra 
states. The generalization of this construction, using outer automorphisms, is due to Bernard 
[41]. His results were further generalized by Altschuler, Lacki, and Zaugg [8]. The full list 
of invariants that can be obtained by the method of outer automorphisms was given in the 
work of Felder, Gawedzki and Kupiainen [129], using the canonical quantization ofWZW 
models defined on nonsimply-connected manifolds. These results were confirmed by Ahn 
and Walton [4], who obtained them by the orbifold method; our presentation follows mainly 
this last reference. For WZW models, the method of outer automorphisms is essentially 
equivalent to that based on simple currents, advocated by Schellekens and Yankielowicz 
[319, 320, 321]. The latter method extends straightforwardly to any rational conformal field 
theory with simple currents. 

Conformal embeddings first appeared in the work of Bais et al. [21]. They were com­
pletely classified by Bais and Bouwknegt [19] and Schellekens and Warner [318]. The use 
of conformal embeddings for the construction of nondiagonal modular invariants is origi­
nally due to Bais and Taormina [22]. It was systematized and generalized by Bouwknegt 
and Nahm [52]. The derivation of the su(2) exceptional invariants from conformal embed­
dings was first presented in this last reference and found independently by Bernard and 
Thierry-Mieg (unpublished). Our presentation follows rather closely these pioneer works. 

The conformal embedding su(P)q E9 su(q)p c su(pq)\ was first analyzed by mathe­
maticians (Refs. [136,210]; see also Refs. [192,279]). The underlying level-rank duality 
was noted from the beginning. The same embedding was considered independently in the 
physics literature-without mention oflevel-rank duality, however-by Walton [346] (from 
which App. 17.A is adapted). Further developments and a more rigorous presentation can be 
found in the work of Altschuler. Bauer. and Itzykson [9]. Other infinite sequences of branch­
ing rules were obtained in Refs. [347.343]. Additional results on conformal embeddings 
are presented in Kac and Wakimoto [218]. 

Conformal branching rules can easily be extracted from the existing tables: the finite 
branching rules can be read off (Ref. [268]). while the decomposition of a g-irreducible 
highest-weight module into irreducible representations of the corresponding finite algebra 
at each grade can be found in Ref. [228]. 

The classification of SU(2)k modular invariants was obtained by Cappelli. Itzykson. and 
Zuber [64] and independently by Kato [231]. An interesting relation between the SU(2)k 
modular invariants and quaternionic coset spaces was noticed by Nahm [277]. Further 
mathematical curiosities related to these invariants are described in Ref. [202]. The list of 
su(3) invariants was first written by Christe and Ravanini [77]. except for Eq. (17.118). 
which was discovered by Moore and Seiberg [273]. The completeness of this list was proven 
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by Gannon [158,159]. Partial results in this direction (Ref. [311]) displayed a curious relation 
between a parity symmetry in the su(3) invariants and Fermat curves. Invariants in affine 
Lie algebras at level 1 were also fully classified (Refs. [201, 89, 157]). 

The main result of Sect. 17.8 on the classification of modular invariants is due to Moore 
and Seiberg [273]. That nondiagonal invariants reveal nontrivial automorphisms of the 
fusion algebra was also shown by Dijkgraaf and Verlinde [102]. Fusion automorphisms 
were classified only for su(2) in the above references and for su(3) by Ruelle [309]. 
Permutation invariants were first introduced in Ref. [8]. Their full classification for models 
whose extended chiral algebra is an affine algebra was completed by Gannon, Ruelle, and 
Walton [161] (following the method presented at the end of Sect. 17.8; see also Ex. 17.9). 
Further results are presented in Ref. [160]. 

A powerful method for obtaining modular invariants is described in Warner [350] and 
Roberts and Terao [307]. It is essentially a lattice construction, in which we first translate 
the diagonal invariant partition function in terms of a lattice partition function and then 
deforms it in all possible ways that preserve the modular invariance. The completeness of 
this method is proven in Ref. [157], but it does not lead directly to physical models (i.e., the 
mass matrix entries are integers but not necessarily positive). The problem is then reduced 
to finding linear combinations of deformed lattice partition functions satisfying the usual 
physical conditions. The proof of completeness is based on the description of the commutant 
given in Ref. [157], generalizing the construction of the su(N) commutant worked out by 
Bauer and Itzykson [30] (whose dimension was calculated in Ref. [310)). 

The relevance of Galois symmetry in conformal field theory was first noticed by de Boer 
and Goeree [88] for ratios of S matrix elements. These considerations were extended to 
S matrix elements by Coste and Gannon [80] (from which Ex. 17.10 is taken). The parity 
rule has been found by Gannon [157] and independently by Ruelle, Thiran, and Weyers 
[311]. Galois transformations were used for constructing modular invariants by Fuchs et al. 
[149,150]. Exercises 17.11, 17.l3, and 17.14 are lifted from the second of these references. 
Quasi-Galois transformations, for which the scaling factor i is not forced to be coprime 
with M(k + g), were considered by the same group in Ref. [151]. Further results on the 
relation between Galois symmetry and modular invariants are presented in Ref. [161] (cf. 
Exs. 17.16 and 17.17). Finally, we mention the book of Stewart [331], which provides a 
simple and lively introduction to the Galois theory. 

The ideas presented in Sect 17.10 on the interrelation between graphs, fusion of the 
extended algebras, and modular invariants are due to Kostov [245] and Di Francesco and 
Zuber [99, 98] (see also the review Ref. [91]). Recent developments can be found in the 
work of Petko va and Zuber [294]. The mathematics of C-algebra is presented in Ref. [24]. 

Further results on modular invariants can be found in Ref. [317, 6, 133]. Many invariants 
were obtained first by numerical methods. Forinstance, the F 4 invariant (17.113) and the (;2 
invariant (17.128) were first found in Ref. [342]. The counterexample (17.197) was found 
in Ref. [319]. 

The classification of c = 1 theories was obtained by Pasquier [288] from the statistical 
mechanics point of view, and by Ginsparg [176] from the orbifold method. Appendix 17.B 
is based essentially on this latter reference. The completeness of this classification was 
proven by Kiritsis [238]. The orbifold construction of the SU(2)1 model was also considered 
by Harris [191]. The operator content of these orbifolds was studied by Dijkgraaf et a!. 
[101]. General references on orbifo1ds can be found at the end of Chap 10. The McKay 
correspondence is described in Ref. [263, 244]. A readable exposition of the different 
manifestations of the ADE algebras in mathematics can be found in Ref. [327]. 



CHAPTER 18 

easets 

Up to this point, we have discussed two general classes of RCFfs: the minimal 
models, with central charge: 

(P' )2 
c=l- -p <1 

pp' 
(18.1) 

and the much larger class of models with Lie group symmetry, the gk-WZW 
models, with central charge: 

c=kdim g >1 
k+g -

(18.2) 

Actually, the second class is substantially enlarged by considering models invariant 
under Lie group tensor products G, ® G2 ® .. " for which the spectrum-generating 
algebra is the direct sum of the corresponding affine algebras (g, )k, $ (g2k2 Ea " " ". 
To each affine algebra, we can assign a Sugawara energy-momentum tensor, and 
the total energy-momentum tensor is the sum of all these components. As a result, 
the central charges of all components add up to give the total central charge. 

In this chapter, we introduce the coset construction, which increases tremen­
dously the number of solvable models at hand. A coset is a quotient of two WZW 
models (or more generally, of direct sums of WZW models). This construction is 
expected to provide the framework for the complete classification of all RCFf, the 
WZW models being themselves represented by trivial cosets. 

The description of coset conformal theories will be heavily based on the the­
ory of WZW models developed so far. In fact, once the basic mechanism of the 
construction is explained, it will become evident that most results derived in pre­
vious chapters-in particular the calculation of fusion rules and the construction 
of modular invariants-still pertain to coset models. 

The central charge of a coset is the difference of the central charges of the 
WZW components. This implies that models with central charge lower than one 
may be represented by the coset construction. On the other hand, all RCFfs with 
c < 1 are known to fall within the classification of minimal models (cf. Sect. 10.5). 
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Any coset with c < 1 must therefore provide a new representation of a minimal 
model. Some properties of minimal models could be established more directly 
from this new point of view. This is so in particular for the proof of unitarity of the 
minimal models with /p' - pi = 1. In fact, the coset construction was introduced 
in confonnal field theory as a tool tailor-made to demonstrate this very result. In 
that respect, we should recall that WZW models are well-defined quantum field 
theories when their parameter k, which plays the role of the level in the spectrum­
generating affine algebra, is a positive integer. This automatically implies unitarity, 
and this property is preserved by the coset construction. 

Regarding unitarity, it should be stressed that minimal and WZW models differ 
in a fundamental way in that the fonner can be nonunitary. Nonunitary models 
cannot be represented as a quotient of unitary models. This seems to clash with 
the previous statement concerning the presumed completeness of coset models. 
As will be detailed below, a simple argument, based on the central charge, shows 
that a coset description of nonunitary minimal models requires WZW models with 
fractional values of k. Quite remarkably, for an affine Lie algebra at fractional 
level, there exists a finite number of so-called admissible representations whose 
characters transfonn among each other under modular transfonnations. The con­
cept of admissible representation is the cornerstone of the coset description of 
nonunitary minimal models. 

This chapter is organized as follows. In Sect. 18.1, the genuine confonnal na­
ture of the coset theory is established by writing the coset Virasoro algebra. Sec­
tion 18.2 is concerned with the precise relation between branching functions and 
coset characters. This requires introducing the concept of field identification (al­
ready encountered in the minimal models) and its dual manifestation in the fonn 
of coset selection rules. 

We mentioned previously that, in generic situations, the properties of the con­
stituent WZW models can be transposed almost directly to the coset model. How­
ever, this is not always so. Problems arise when, in the WZW models, there are 
fixed points under the action of the outer-automorphism group. The presence of 
fixed points raises rather subtle issues related to the precise determination of the 
actual character of the coset model. This problem is an active subject of current 
research and is only briefly addressed in Sect. 18.2.2. 

These generalities are followed, in Sect. 18.3, by a detailed presentation of the 
coset fonnulation of unitary minimal models based on a diagonal SU(2)k coset: 
derivation of the primary field characters, their modular matrices and their fusion 
rules. 

The coset description of minimal models is not unique. The complete unitary 
sequence can also be reproduced in two other quotienting schemes beside the 
diagonal SU(2)k coset. Moreover, there are additional exceptional descriptions of 
the first few models. Some of these realizations are presented in Sects. 18.4 and 
18.5. 

The rest of the chapter is concerned with nonunitary models. In the main text, 
we focus on su(2) and relegate to App. 18.B the presentation of the general case. 
Relevant results on the representation theory of covariant (or admissible) repre-
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sentations of su(2) at fractional levels are introduced in Sect. 18.6. These results 
are then used in Sect. 18.7 to describe nonunitary minimal models in the coset 
language. More general nonunitary diagonal cosets are considered in App. 18.B. 

We should stress that there are properties of the coset model that are not easily 
described in terms of the WZW constituents. Since the coset characters are related 
to the branching functions, which themselves cannot be expressed as ratios of 
WZW characters, the coset construction does not lead to an expression for the coset 
primary fields. As a result, the coset correlation functions cannot be expressed in 
terms of the WZW correlators in a simple product form. However, the computation 
of, say, the minimal model correlation functions from the coset point of view 
is rather academic, given that SU(2)k correlation functions are more difficult to 
calculate than those of minimal models-the free-field representation requires both 
free hosons and ghosts in the former case, whereas only hosons are needed in the 
Vrrasoro case. The best way of calculating correlation functions of coset primary 
fields is to use a free-field representation of the coset model. Some representations 
are presented in the exercises. 

In the same way, it appears difficult to derive the singular vectors of the coset 
model from those of the WZW theories. A general discussion of this problem is 
not included here. In App. 18.A, we present a Lie-algebraic transcription of the 
Verma submodule inclusions for the Vrrasoro minimal model representations. 

§ 18.1. The Coset Construction 
Consider an affine Lie algebra g and let p be a subalgebra of g. We recall that 
if the level of g is k, that of p is given by xek, where Xe is the embedding index 
(cf. Eq. (14.265». In the following, we indicate by a tilde the generators ofp and 
denote by I!/n and II:n the Virasoro modes obtained respectively from the g and p 
Sugawara construction. 

Our primary objective is to show that the modes I!/n - Lfn satisfy the Virasoro 
algebra. For this, we first recall that the p generators j~' are linear combinations 
of the generators of g (cf. Eq. (14.261»: 

J- a' ~ Ja 
n = ~ma'a n 

a 

It follows directly from Eq. (15.65) that 

which, when summed over a, yields 

[L~,J~'] = -nl~' 

Moreover, 

(18.3) 

(18.4) 

(18.5) 

(18.6) 
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and these two relations imply that the p generators commute with the difference 
LFfn - Lfn: 

[U -LP ja'] =0 
m m' n (18.7) 

An immediate consequence is 

[LFfn - Lfn,L~] = 0 (18.8) 

that is, 

[LFfn,L~] = [Lfn,L~] (18.9) 

Defining 

L(glp) = U - LP 
m - m m (18.10) 

leads to the commutation relation: 

[L(glp) L(glp)] = [U Lg] - [LP LP] 
m'n m' n m' n 

( )Lglp ( (A) (A »(m3 - m) 
= m - n m+n + c gk - C PXek 12 c5m +n ,o 

(18.11) 

Therefore L~/p) satisfies the Vrrasoro algebra, and its central charge is the 
difference of the central charges of the constituent models: 

cC r ) _ k dim g _ xek dim p 
gk PXek - k + g xek + P (18.12) 

where p stands for the dual Coxeter of p. This construction is often called the 
Goddard-Kent-Olive (GKO) construction. From now on, the quotient theory, char­
acterized by the energy-momentum tensor Tg - TP, will be referred to as the coset 
Wp· 

In the following, we frequently encounter cosets of the form (g EB g)/g. They are 
called diagonal coset models. The name "diagonal" refers to the way the single 
copy of g is embedded into the direct sum: its generators are simply the sum of 
the generators of each copy of g (indexed by 1 and 2): 

(18.13) 

Since 

(18.14) 

it follows that the level of the diagonal algebra is simply the sum of the other two. 
In other words, the embedding index is 1. Such cosets will be denoted as 

gk l EB gk2 (18.15) 

(18.16) 
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§ 18.2. Branching Functions and Characters 

To extract the Wp coset conformal theory from the g-WZW model, we must strip 
off its p content. In practice, this means that we should decompose the various 
representations i of g into a direct sum of representations jl of p: 

i f-+ EBb~iI jl (18.17) 
iI 

The various characters of the coset model should emerge from this decomposition. 
In other words, the branching functions are the natural candidates for the coset 
characters. However, this is not quite exact and we must first consider the precise 
relationship between characters and branching functions. 

18.2.1. Field Identifications and Selection Rules 

To the decomposition (18.17) corresponds the character identity 

chp~ = L b~iI chiI 
iIep';e 

(18.18) 

where'P is the projection matrix of the embedding peg (cf. Sect. 13.7.1). In terms 
of the normalized characters evaluated at ~ = -21ri(~; r; t), with ~ an arbitrary p 
weight, it can be written as 

Xp~(~; r; t) = L XI~; M(r) XiI(~; r; t) (18.19) 
iIep';e 

where 

XI~; M(r) = e 2Jrir(mi.-m jJ.) b~iI(r) (18.20) 

with mi. defined in Eq. (14.158). The independence of the normalized branching 
function XI~;M(r) upon the parameters ~ and t should be clear. Indeed, since at 
fixed grade the g weights are reorganized into p weights, all the ~ dependence of 
Xp~ (~, r, t) is captured by the different XiI 'so XI~;M is simply a multiplicity factor. 
Considering all grades induces a r dependence in XI~;W On the other hand, t in 
X~(~; r; t) appears only in the overall phase factor e2Jrikt (cf. Eq. (14.161». But 
since 'Pi is projected onto a p weight at level kxe, the t-dependent phase factors 
in Xp~(~; r; t) and XiI(~; r; t) are exactly the same. In character identities such as 
Eq. (18.19) the projection operator'P is often omitted but always understood. 

In the absence of nontrivial branching between elements of the outer auto­
morphism groups of g and p, XI~;M(r) is the character for the coset field Ii; jl}. 
Subtleties arise when there are branchings of outer-automorphism groups as (cf. 
Sect. 14.7.3): 

for A E O(g), A E O(p) (18.21) 

which can be expressed equivalently under the form (14.278): 

(AWo, A) = (AWo, 'PA) mod 1 VA E g (18.22) 
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For normalized branching functions, this implies 

I Xli; Ii} (t') = X{Ai; Ali} (t') I (18.23) 

This equality is actually most directly proven at the level of modular matrices: 
X{i;M(t') and X{A.\;AM(t') transform identically under modular transformations, 
which is demonstrated below, and this implies the above equality (at least up 
to modular invariants--e.g., constants). To these two normalized branching func­
tions, there must correspond a single coset field {i; it}. Indeed, suppose that there 
are no fixed points, i.e., no coset field Ii; M such that 

i=Ai, and (18.24) 

Then the number N of states in the string Ai generated by all allowed A is the same 
for all i. N is the number of elements of O(g) that branch to elements of O(p). 
Regarding branching functions as coset characters, we find that each field, and in 
particular the vacuum, has multiplicity N. To make the theory physical, the cure 
is clear: we simply divide the partition function (which codes the field content) by 
a factor N. In other words, we identify the fields Ii; M and {Ai; AM. From now 
on, this will be denoted as: 

(18.25) 

An immediate consequence of the identification of characters with branching 
functions is that not all pairs of fields can be combined into a coset field. Indeed, 
for the branching function X{i;M to be nonzero, the following condition must be 
satisfied: 

(18.26) 

where Q is the g root lattice. This is the branching condition (13.261) already 
encountered. 

Field identifications and selection rules are intimately related, as the comparison 
of Eqs. (18.26) and (18.22) shows. The branching condition requires PJ... and tL 
to be in the same congruence class. These classes are isomorphic to the elements 
of the center, which are themselves S duals (in the sense of Eq. (14.256» to the 
elements of the outer-automorphism group. Hence, the selection rules appear as 
the S duals of the field identifications. 

For the diagonal cosets (18.15), the field identifications and the selection rules 
take a particularly simple form. Coset fields are specified in terms of three g 
weights, e.g., Ii, it; v}, and the branching functions X{i,Ii; vI' which we identify with 
the coset characters, are obtained from the decomposition of Xi Xli in terms of Xv, 
where i, it, v are g integrable highest weights at respective levels k" k2' k, +k2. 
Since 

P(Q Ef) Q) = Q 

with Q the root lattice of g, the selection rule is now simply 

J...+tL-veQ 

(18.27) 

(18.28) 
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Also, since for any A 

(18.29) 

the fields are always identified according to 

Ii, /l; v} '" {Ai,A/l; Av} VA E O(g) (18.30) 

18.2.2. Fixed Points and Their Resolutions 

In the presence of fixed points, not all orbits of A have the same length (Le., the 
same number of distinct elements). For instance, if AN = 1, some orbits will have 
length No < N, where No is a divisor of N. As a result, a mere division of the 
partition function by a constant is no longer possible: dividing by No yields a 
vacuum with multiplicity NINo> 1, whereas dividing by N leads to characters 
with fractional coefficients in their q expansion. To cure the theory, we need to 
introduce extra characters-not expressible in terms of the branching functions 
but nevertheless compatible with modular covariance-to make the division by N 
meaningful. This process is called the resolution of fixed points. 

The search for adequate and general techniques for resolving fixed points is still 
an active field of research and this question will not be studied further in this work. 
But we stress that it is a very important issue in coset conformal field theories since 
fixed points arise quite frequently (see, e.g., Exs. 18.10 and 18.11). 

18.2.3. Maverick Cosets 

Generically, Eq. (18.26) represents the only selection rules. But there are excep­
tional situations for which additional selection rules appear. In that case, additional 
field identifications also appear. The simplest of these exceptional cases are the 
conformal embeddings. Take, for instance, the embedding SU(2)4 C su(3)\. for 
which we found (cf. Eqs. (14.272) and (14.273)) 

[1,0,0] t-+ [4,0] E9q[0,4] [0,1,0] t-+ [2,2] , [0,0, 1] ~ [2,2] 
(18.31) 

Hence the branching functions X([I,O,O];[2,2]J and X([O,I,O];[4,O]) (among others) are 
not ruled out by the selection rule (18.26) (we recall that here PQsu(3) = Qsu(2»), 

but they nevertheless vanish. Moreover, since the resulting coset is a unitary c = 0 
theory, whose whole field content is the identity, all coset characters are identical 
and equal to 1. These are the additional field identifications announced in the 
introduction. Since in these examples, the numerator of the coset has levell, we 
could suspect that the occurrence of extra selection rules is a low-level feature. 
Indeed, the only other models for which it has been found to occur are: 

su(Nh/§O(N)4 

§O(2Nh/§O(Nh E9 §O(N)2 

(E6)2Isp(8h 
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(E7)2Isu(8h 

(£ghlso(16)2 

(£ghlsu(2h E9 (£7)2 

18. Cosets 

(18.32) 

These are called maverick cosets. In all cases, the numerator has level 2, and, quite 
remarkably, it is always a simply-laced algebra. The simplest maverick is studied 
in Ex. 18.8. The Lie-algebraic mechanism underlying the extra selection rules and 
field identifications is not fully understood yet. I 

18.2.4. Modular Transformation Properties of Coset 
Characters 

Consider now the modular transformation properties of the branching functions. 
The simple modular transformation properties of the normalized affine characters 
lead t02 

where ).., and iL' are g and p integrable weights respectively, and 

X,.i; Alr + 1) = e'bri(mi-mjl)x,.i; Alr) 

These relations are proven as follows. We first write 

XP.i(~IT:; -lIT:; t + 1~12/2r) = L Si1~ XP.i'(~; r; t) 
hpt 

= L Si1~ X,.i'; A'l(r) XA'(~; r; t) 
.i'ept 

A'eP'.;e 

(18.33) 

(18.34) 

(18.35) 

The projection operator has been omitted from the S matrix indices because XP.i 
and X.i have identical modular transformation properties (i.e., S does not depend 
upon ~). We also have 

XP.i(~IT:; -lIT:; t+I~12/2r) = 

L X,.i; Al(-llT:) XAWr; -lIr; t + 1~12/2r) 
AeP'.;e 

L X,.i; Al (-lIT:) s1";'e) XA'(~' r, t) 
A,A'eP'.;e 

(18.36) 

I Notice that there are extra field identifications in nonunitary models, but their Lie-algebraic 
interpretation is clear (cf. Sect. 18.7.2). 

2 To avoid overloading the notations, we depart from our previous convention of indicating by a 
prime (e.g., ~') a weight in the representation of highest weight ~. In this chapter, both ~ and ~, stand 
for integrable highest weights at level k. Our general convention is that a weight and its prime (or 
double prime) version are highest weights at the same level. 
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Since the characters Xit (~, t', t) are linearly independent,3 the comparison of the 
above two equations yields 

'" (k) ( ) '" (lexe ) ( ) ~ Su.., Xli'; it'} t' = ~ Sitit' Xli; itl -lit' 
h~ iteP':;e 

By multiplying both sides by s1~e)-', summing over it', and using 

'" S(lexe ) S(lexe )-' _ ~ •• 
~ itit' it'fr - Vila 

it'eP':;e 

we get Eq. (18.33). 

(18.37) 

(18.38) 

The relation (18.34) is proven in the same way. We recall that the modu­
lar anomaly is related to the conformal dimension and the central charge by 
Eq. (15.122); it follows that the T transformation matrix for Xli; it} is given by 

Xli; itl(t' + 1) = e2Jri(hi -h,,-cl24)Xli;itl(r) (18.39) 

where c is the coset central charge. From Eq. (18.19), there actually follows a simple 
expression for the fractional part of the conformal dimension for the coset field 
{i; it}. If the tip of the it representation of p lies at grade n in the i representation 
ofg, then 

(18.40) 

(This also follows directly from Eq. (18.10).) To find n requires much work: the 
actual computation of the branching functions. However, the fractional part of 
h{~; itl isjusth~ - hit· Hence, as expected, 

(18.41) 

We have thus shown that the transformation matrices for the XI~;itl's are simply 

(18.42) 

where in these relations, thanks to unitarity, we have replaced inverse matrices by 
their complex conjugates. 

Unitarity of the branching-function modular matrices is inherited from the uni­
tarity of the WZW modular matrices. Taking field identifications into account (in 
the absence of fixed points) simply amounts to rescaling the coset S matrix (an 
example is worked out in the following section). 

The study of field identifications is most conveniently formulated at the level 
of modular matrices: if 

(18.43) 

3 This justifies our insistence on maintaining the full I; dependence, since otherwise this statement 
would not be true, e.g., Xji(~) = Xji.(~). 
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then the fields tPi and tPi' must be identified since their characters are identical. From 
this point of view, the result (18.23) is easily established. The action (14.255) of 
the outer-automorphism group on S, 

S(~). = S~~) e-2Jrl(AWo,A') 
A)'.)" ).)./ 

s~kxe) = s~~e) e21Ti(AWo./l-/) 
Ail. jj! /l-/l-/ 

(18.44) 

implies that 

S . - . - S . . -21Ti[(AWo,A')-(AWo./l-/») 
IA)'; Aj1).P!; il'l - I).; ill.I).'; jj!le (18.45) 

Moreover, it follows from Eq. (18.22) that 

(AWo, A') - (AWo, IL') = (AWo, 'PA' - IL') mod 1 (18.46) 

By assumption, A' and IL' are combined into a coset field, which means they must 
satisfy the condition (18.26). Since the comark of AWo is necessarily 1, the above 
scalar product is an integer, that is,4 

(AWo, PA' - IL') = 0 mod 1 (18.47) 

Therefore, the phase in Eq. (18.45) is 1. It is not difficult to verify the same result 
at the level of the T matrices. This allows us to conclude directly that the fields 
{Ai; AM and Ii; jl} are identical. 

By construction, coset models are thus rational conformal field theories. Indeed, 
since there is a finite number of primary fields in both the g and p WZW models, 
there is a finite number of branching rules, and thus a finite number of coset 
primary fields. As demonstrated in the next subsection, modular invariance is also 
built in, because the modular transformation properties of the branching functions 
are directly related to the modular transformation properties of the WZW model 
constituents, and also because of the dual relation between selection rules and field 
identifications. It is certainly quite pleasant to find that the coset and WZW modular 
matrices can be linked in such a simple way in spite of the rather complicated 
relation between their characters. 

18.2.5. Modular Invariants 

Given the modular transformation properties of the coset characters, the next step is 
to construct modular-invariant partition functions. At first sight, a straightforward 
way of constructing modular invariants in the coset theory is simply to take, for 
the coset mass matrix M, the product 

4 In more detail: withAruo = Wi and PA/ -IL' = 'Lnjaj. nj E Z. we have 

(Aruo. PA' -IL') = nj(Wi.aj) = nj(Wi.an = nj 

(18.48) 
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where M(k) and M(kx,) denote invariant mass matrices for the gk- and Ph, -WZW 
models, respectively, that is, 

Z(k) = L Xj{r) Mi~i, X~,(T) 
~.hr.!) 

~ ( ) M(kx,) - (-) 
~ Xit 'l' it.it' Xit' 'l' 

it.it' er.!',) 

(18.49) 

The separate modular invariance of M(k) and M(kx,) ensures automatically the in­
variance of their product. However, this simple product mass matrix does not give 
the coset partition function, since the branching conditions-which impose con­
straints on the summations-are not taken into account. Furthermore, field iden­
tifications must be considered. If all orbits of field identifications have length N, 
this last point simply requires dividing the partition function by N. The candidate 
partition function is then 

1 
Z= N 

U'er.!) it.it'er.!'e) 
P)..-/1-=P)..'-/1-'=O mod Q 

( ) M (k) M(kx,) - (-) 
XI~; it! 'l' ~.i' it.A' XI~'; it') 'l' (18.50) 

Due to the constraints, this no longer has a product form, and modular invariance 
is not guaranteed from the onset. But this is indeed modular invariant: roughly, the 
S transformation changes the branching constraints into field identifications! This 
should be compared with the construction of nondiagonal modular invariants by 
outer automorphisms. We first introduced a selection rule (a projection operation) 
and restored modular invariance by an appropriate twisting, that is, by the insertion 
of outer automorphisms. What happens here is that the twisting is trivial due to 
the field identifications. 

A large class of coset modular-invariant partition functions for the coset model 
can thus be obtained in this way. A posteriori, this is a further justification for the 
efforts devoted to the construction of modular invariants for WZW models. 

§18.3. Coset Description of Unitary Minimal 
Models 

We consider the su(2) diagonal coset: 

Its central charge is 

SU(2)k e SU(2)1 

Sit(2)k+l 

3k 3(k + 1) 6 
c = -- + 1 - = 1 - ~--::-::,.-----:-

k + 2 k + 3 (k + 2)(k + 3) 

with 

k+2=p:::3 

(18.51) 

(18.52) 

(18.53) 
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This is precisely the central charge of the unitary minimal series. This suggests 
that the unitary minimal models can be described by the coset (18.51). To establish 
this equivalence, we need to prove that, for a fixed value of k, the characters of all 
primary fields of the minimal model (p + 1, p) appear in the decomposition of the 
products XiX[J. (.i, it at level k and 1 respectively) in terms of Xv, with v at level 
k + 1. This will be our first concern. 

18.3.1. Character Decomposition 

We then evaluate the characters Xli, [J.; vI defined by the decomposition 

Xi X[J. = LXii, il; vlXv 
vept+1 

where.i E ~, it E P~. In the character formula 

Lwew €(w)Sw(i+p) Di+p 
Xi= =--

Lwew€(W)Swp Dp 

(18.54) 

(18.55) 

the denominator is common to all representations, irrespective of their level. This 
means that Eq. (18.54) reduces to 

(18.56) 

We now concentrate on the specialized form of this decomposition, where as usual 
characters are evaluated at ~ = -2m(~; .; t). Clearly, Xli,il; vI depends only upon 
•. Without loss of generality, we can set t = O. With ~ = ZWI andp = k + 2, we 
have (cf. Eq. (14.176»: 

Si+p(~; .; 0) = Sr.~l (Z; .) 

where 

so that 

= L e-2m{pnz+zO. 1 +1)I2-pn2T-n(AI+I)T-T(AI +1)2/4pJ 

neZ 

= q(AI+I)2/4p Lqn(AI+I)+pn2xpn+(AI+I)12 

neZ 

D(P) - Sip) - S(P) 
AI+I - AI+I -J,,-l 

= q(AI+I)2/4p L qn(AI+I)+pn2(xpn+(AI+I)12 _ x-pn -(AI+l)I2) 

neZ 

(18.57) 

(18.58) 

(18.59) 

On the other hand, for the character of the representations at level I, we will use 
the expression derived from the vertex construction in Sect. 15.6.2, Eq. (15.244): 

X[J.(z; .) = 17(q)-1 L qn2xn (18.60) 
neZ+JlI/2 
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We can thus write 

q(>..t +1)2/4p 2 

Xj.i(Z; -r)Di+p(Z; -r) = L qn'P.t+l)+pn' +(n+JLt 12)2 

T1(q) n,n'eZ (18.61) 

x (.xpn'+(At+I)/2+n+JLtl2 _ x-pn'-(At+l)l2-n-JL tl2) 

This expression must now be reorganized into a sum of characters for integrable 
representations at level k + 1. In this view, we trade the summation index n by a 
new index v;, defined in such a way that the power of the x terms in Eq. (18.61) 
becomes 

(18.62) 

This fixes v; to be 

v; = Al + ILl + 2(n - n') (18.63) 

showing that 

Al + ILl + v; = 0 mod 2 (18.64) 

By replacing n + ILII2 by (V; - AI)/2 + n' in the r.h.s. ofEq. (18.61), we get 

with 

We now set 

with 

v;eZ 
V;+At+JLt=O mod 2 

v; = VI + 2(P + I)t 

t E Z, 

The condition (18.64) becomes 

o ::: VI ::: 2p + 1 

Since 

we have 

Al + ILl + VI = 0 mod 2 

(p+I) (P+1) 
DV;+I = DV;+1+2t(P+I) 

2p+1 

L 
Vt=O 

Vt+At+JLt=O mod 2 

(18.65) 

(18.66) 

(18.67) 

(18.68) 

(18.69) 

(18.70) 

(18.71) 
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where the power of q is now 

( ) _ [(AI + 1)(p + 1) - (VI + 1)p + 2tp(p + 1)]2 
AA,.V, t - 4p(p + 1) (18.72) 

We are almost done: we only need to reduce by half the range of VI. For this, we 
use the relations 

D(P+I) - -D(P+I) D(P+l) - D(P+I) (1873) 
-v,-I - v,+1 ' -v,-I - 2(p+I)-v,-1 • 

With VI restricted to 0 ~ VI ~ k + 1, the desired range, 2(P + 1) - VI - 2 covers 
the other values needed to fill the complete interval 0 ~ VI ~ 2p + 1, except for 
VI = k + 2. But this value does not contribute because 

vrt+~l) = Dk~3) = 0 (18.74) 

The effect of replacing VI by 2(P + 1) - VI in AA,.V, is simply 

(18.75) 

We thus finally reach 

(18.76) 

Setting 

r = AI + 1 S = VI + 1 (18.77) 

we have thus derived Eq. (18.54), with the following expression for the normalized 
branching functions Xli.A; vI: 

Xli.A; vl(r) == X(r,s)(q) (18.78) 

with 

and 

K,.C:S+I.P)(q) = TJ(q)-l Lq(2nP(P+I)+r(p+l)-sP)2,4p(P+1) 

neZ 
-cl24 

= q __ Lq[(2nP(P+I)+r(p+I)-sp)2- 1)/4p(P+I) 

q;(q) neZ 

(18.79) 

(18.80) 

These are exactly the characters for the primary fields (r, s) for the unitary Virasoro 
minimal model (p + 1, p) with c = 1 - 6/p(P + 1) (cf. Eqs. (8.17) and (8.16)5). 

At first sight, it is somewhat surprising to find that the coset fields actually 
depend upon only two S'U(2) weights. But this is so because the third weight is 
at level 1. Given i and ii, there is a unique [L E p~ fixed by Eq. (18.69) (which, 

5 In comparing with these expressions. we should letp' -+ p. P -+ P + 1 
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of course, is simply Eq. (18.28». So we can eliminate it and forget about the 
constraint (18.69): every pair {AI; vd leads to a unique coset field Ii, it; v}. 

With A I and VI ranging over 

o ~ AI ~ k, 0 ~ VI ~ k + 1 (18.81) 

so that 

l~r~k+l=p-l l~s~k+2=p (18.82) 

and with all combinations {A I; VI} allowed, we indeed find that all values hr.s of 
the (p + 1, p) Kac table are covered. For the minimal models, we know that the 
fields f/Jr,s and f/Jp-r,p+ I-s must be identified. This is simply the field identification 
(18.30), whose outer-automorphism transcription is 

Ii, it; v} '" {ai, ait; av} (18.83) 

where a exchanges the two Dynkin labels. We note that this equivalence is 
compatible with Eq. (18.64) since 

AI + ILl + VI = 0 mod 2 ~ k - AI + I-ILl +k + 1- VI = 0 mod 2 (18.84) 

18.3.2. Modular S Matrix 

The modular S matrix for the coset character is simply 

S(, -. -} (" A,. OJ} = S~~) s~I!, S~~J+1) 
h, j.t, V , ,.. , J.t 1 v AA.' ILJ.L Vv 

with 

(18.85) 

,'If -nk A Af pI A Af p(k+1) (18.86) 
11., II. E l'+, J-L, J-L E +' V, V E + 

Here we used the reality of the su(2) S matrices to omit the complex conjugation 
from the last S factor. We recall that 

S (k) _ J 2 . (1l'(AI + 1)(A; + 1)) 
-- - sm 
H' k+2 k+2 

which at k = 1 reduces to 

S~I!, = _1_( _1)ILIIL; 
ILIL .../2 (18.87) 

Using Eq. (18.69), this last expression can be written as 

S~I!, = _1_( -1)<)..1 +VI)()..; +V;) 

ILIL .../2 (18.88) 

The coset matrix is thus given by 

S 2 (_I)()..'+v,)()..',+V;) 
(~, iL; v}.(~', iL'; v} = (k + 2)(k + 3) 

(18.89) 
. (1l'(AI + 1)(A; + 1)) . (1l'(VI + 1)(v; + 1)) 

x sm k sm k 
+2 +3 
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With 

r = AI + 1 

S = VI + 1 

r' = A; + 1 

s' = v; + 1 

andp = k + 2, Eq. (18.89) reduces to 

S _ f2( 1)(r+s)(r'+s') . (m-r') . (7rSS') 
(rs),(r's') - V P<P+15 - sm p sm p + 1 

18. eosets 

(18.90) 

(18.91) 

with the ranges of r and S given by Eq. (18.82). This is to be compared with the 
expression derived previously, namely Eq. (10.134), equivalently expressed as 

S(rs),(r's') = 2J p(p ~ I) (_I)(r+s)(r'+s') sin (n;') sin (;:'1) (18.92) 

which has been obtained for a fundamental range, defined by Eq. (18.82), with 
the additional constraintps < (p + Or. The difference between Eq. (18.91) and 
Eq. (18.92), a factor of2, is to be accounted by this different range for values ofr 
and s. Implementing the constraint ps < (p + I)r, we see that Eq. (18.91) requires 
a renormalization of the S matrix by precisely a factor of 2. 

18.3.3. Fusion Rules 

The substitution of Eq. (18.85) into the Verlinde formula leads directly to the 
following formula for the coset fusion coefficients: 

(18.93) 

We now argue that the factor .Nf.~, [L" is irrelevant. To fixed values of i, i', v, v', 
• rik) >." • rik 1) iY' 

there correspond unique iL and iL'. On the other hand, JV i>.' and JV ~/ are 
nonzero only if 

AI + A; + A~ = 0 mod 2 

VI + v; + v~ = 0 mod 2 
(18.94) 

(cf.Eq. (16.48», which, in connection with the double primeversionofEq. (18.69), 
forces 

J.L~ + AI + VI + A; + v; = J.L~ + J.LI + J.L; = 0 mod 2 (18.95) 

Moreover, since there is only one term in the decomposition of the su(2)1 fusion 
iL x iL', it follows that 

• ril) [L" 
JV:., =1 

11-11-
(18.96) 
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Translating the formula (16.48) for the SU(2)k fusion coefficients in terms of the 
variables r, s, and p = k + 2, gives 

N, (r" s") - 1 if r" E 13(r,r') and s" E 13(s ,s') 
(rs)(r's') - P p+l 

= 0 otherwise 

with 

13(r,r') = {r"lr + r' + r" = 1 mod 2, p 

Ir - r'l + 1 ::: r" ::: min(r + r' - 1, 2p - 1 - r - r')} 

(18.97) 

(18.98) 

These are exactly the fusion rules for the unitary minimal models given by 
Eq. (8.131) withp' ~ p, P ~ P + I, or Eq. (7.114) with m = p. 

18.3.4. Modular Invariants 

Modular invariant partition functions for the minimal models can be constructed 
from su(2) invariant mass matrices as 

(18.99) 

taking into account the branching conditions and the field identifications. All S'U(2) 
invariant mass matrices have been classified; the complete list is presented in 
Sect. 17.7. Since at level I, as for all odd values of the level, there is only one 
invariant, M( 1) = I. Ignoring the level 1 factor also allows us to ignore the selection 
rule (18.69). Field identifications are then simply accounted for by dividing the 
result by 2. The coset mass matrix reduces to 

M = !M(k) M(k+1) 
2 

(18.100) 

Since one of k or k + 1 is necessarily odd, an A -type (i.e., diagonal) invariant always 
appears in the product (18.100). For the other mass matrix, one can take either an 
A- or a D-type invariant (obtained by the action of the outer automorphism), or 
even an exceptional one if the level is 10, 16, or 28. Listing all possible pairs, we 
recover the invariant partition functions listed in Eqs. (10.3) and (10.4), pertaining 
to the case IP - p'l = 1 (and this justifies a posteriori their labeling in terms of 
two Lie algebras). 

§ 18.4. Other Coset Representations of Minimal 
Models 

To further illustrate the coset construction, we present other realizations of two 
simple minimal models (a few more examples are given in the exercises). For the 
character decomposition of these examples, we content ourself with a check of the 
first few terms in the expansion in powers of q . 
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18.4.1. The £8 Fonnulation of the Ising Model 

We consider the diagonal coset 

(£S)I $ (£S)I 

(Esh 

18. Cosets 

(18.101) 

Since dim Es = 248 and g = 30, its central charge is found from Eq. (18.16) 
to be c = 4. It is thus bound to be another description of the Ising model. The 
only integrable representation at level 1 is Wo; at level 2, these are 2clio, WI, and w.,. 
Their conformal dimensions are easily evaluated by means of the quadratic form 
matrix given in App. 13.A. For instance, 

so that 

(W7, W7 + 2p) = 96 

3 
hW-, = -

2 

(18.102) 

(18.103) 

(the dimension of the vacuum representation vanishes). Because the Es weight 
and root lattices are the same, no restriction comes from Eq. (18.26). Hence, there 
are three coset triplets, whose fractional dimensions are 

h(Wo, Wo; 2Wo} = 0 mod 1 

1 
hI' . '} - - mod 1 wo, wo; "'I - 16 

1 
h(Wo, Wo; W-,} = 2 mod 1 

The correspondence with the Ising fields is thus: 

X(Wo, Wo; 2Wo} = <P(1,I) 

X(Wo, Wo; wtl = <P(1,2) 

X(Wo, Wo; W-,} = <P(2,1) 

In other words, we get the following character decomposition 

Va + Va + Va XWoXWo = X(J,I) X2Wo X(J,2) XWI X(2,1) XW-, 

(18.104) 

(18.105) 

(18.106) 

Because the fusion rules of (£S)I are trivial (there is only Wo x clio = Wo), the coset 
fusion rules are simply those of (£sh. This explains why the (£sh WZW model 
has the same fusion rules as the Ising model (cf. Ex. 16.7). 

18.4.2. The su(3) Fonnulation of the Three-State Potts 
Model 

We consider now the diagonal coset 

su(3)1 $ su(3)1 

SU(3)2 
(18.107) 



§ 18.4. Other Coset Representations of Minimal Models 815 

whose central charge is c = ~. Here the central charge does not completely specify 
the model: at c = ~, there are two minimal models, the diagonal theory and the 
Potts model. 

We first identify the different coset fields. For su(3), the condition A E Q 
translates into the requirement 

2AI + A2 = 0 mod 3 (18.108) 

For instance, the two triplets 

([1,0,0], [0,1,0]; [0,0, 2]) and ([0,1,0], [0,0,1]; [2,0, O]) (18.109) 

are allowed. However, they are not distinct coset fields because they are related by 
the outer automorphism a (cf. Eq. (18.30»; they must be identified: 

([1,0,0], [0,1,0]; [0,0, 2]) '" ([0,1,0], [0,0,1]; [2,0, O]) (18.110) 

The set of inequivalent fields is presented in Table 18.1.6 The comparison of the 
coset-field fractional dimensions with those of the M(6, 5) Kac table leads to the 
field correspondence of the last column. This correspondence is not unique, since 
the Kac table contains dimensions differing by an integer (h(4, I) - h(I,I) = 3 and 
h(3,I) -h(2,I) = 1). Notice also the double occurrence of the fields 4>(3,3) and 4>(4,3)' 
In the coset model, the two copies of each field are not identical; they are related 
by charge conjugation: 

([1,0,0],[0,1,0]; [1, 1,0]) = ([1,0,0],[0,0,1]; [1,0, 1])* (18.111) 

The field content appearing in Table 18.1 is exactly the one pertaining to the 
three-state Potts model. In addition, the multiplicities are in agreement with those 
required to build the nondiagonal modular invariant (A4,D4) of Table 10.3: 

ZA4 ,D4 = IX(I,I) + X(4,I)12 + IX(2,I) + X(3,I)1 2 + 2IX(3,3)12 + 2IX(4,3)12 (18.112) 

The appropriate character decompositions are 

[ Vir + Vir] +[Vlf+Vir] X[I,O,O) X[I,O,O) = X(I,I) X(4,I) X[2,o,o) X(3,3) X(4,3) X[O,I,I) 

Vlf + Vir X[I,O,O) X[O,I,O) = X(4,3) X[0,2,0) X(3,3) X[I,I,O) 
(18.113) 

and the conjugate version of the last one. The first decomposition can be checked as 
follows. The su (3) content at the first few grades of the modules L[I ,0,0), L[2,0,O), and 

6 Observe that for diagonal cosets of the fonn gk e g"/g2k , the interchange of the two gk factors does 
not lead to field identifications. For instance, in the present case, we do not identify the two fields: 

{[O, 1,0], [0,0, I]; [2,0, On and {[O,O, I], [0, 1,0]; [2,0, on 

which are obtained from each other by the interchange of the two su(3)\ factors. Actually, these fields 
are charge conjugates of each other. On the other hand, for the S'U(2) coset description of the Ising 
model, the two fields 

{[O,I], [1,0]; [I, In and {[I, 0], [0, I]; [1, In 

are equivalent because they are related by the action of a. 
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Table 18.1. Coset fields for thesu(3) diagonal coset at levels (1,1;2), 
their fractional conformal dimensions, and their corresponding fields 
in the minimal model with c = ~. 

Cosetfields hmod I Minimalmodelfields 

{[I, 0, 0], [1,0,0]; [2,0, OJ} ° 1'/>(1,1), 1'/>( 4,1) 

{[I, 0, 0], [0,1,0]; [1,1, OJ} I 1'/>(3,3) 15 

{[I, 0, 0], [0,0,1]; [1,0, IJ} I 
1'/>(3,3) 15 

{[I, 0, 0], [1,0,0]; [0,1, IJ} 2 1'/>(2,1),1'/>(3,1) 5 
{[I, 0, 0], [0,1,0]; [0,0, 2J} 2 1'/>(4,3) 3 
{[I, 0, 0], [0,0,1]; [0,2, OJ} 2 

1'/>(4,3) 3 

18. Cosets 

L[o,I,I) in Tables 14.3, 18.2, and 18.3, gives the leading terms in the development 
of the various su(3) characters. From Eq. (8.17) (see also Table 8.1), we have 

X~~I)(q) = q-1/30(1 +q2 +q3 + 2q4 + ... ) 
X~~I)(q) = q3-1/30(1 + q + 2q2 + 3q3 + 4q4 + ... ) 
X~~I)(q) = q2lS-1I30(1 +q +q2 + 2q3 + 3q4 + ... ) 

(18.114) 

X~~I)(q) = q7IS-II30(1 +q + 2q2 + 2q3 + 4q4 + ... ) 

from which the first few terms of the decomposition can be verified. The other 
ones can be worked out in the same way. 

Table 18.2. Thesu(3)2 module ~2,O,O)' for whichh - C/24 = -!s. 

Grade L[2,o,o) : su(3) content Number of states 

° (0,0) 1 
1 (1,1) 8 
2 (2,2) E9 2(1, 1) E9 (0,0) 44 

3 2(2,2) E9 2(3,0) E9 2(0, 3) E9 4(1,1) E9 2(0,0) 128 
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Table 18.3. The SU(3)2 module L[O,I,I) for which h - C/24 = ~ - fs. 

Grade L[1,I,O) : su(3) content Number of states 

0 (1,1) 
(3,0) $ (0,3) $ 2(1,1) $ (0,0) 

2 2(2,2) $ 2(3,0) $ 2(0,3) $ 5(1,1) $ 2(0,0) 

3 (4, 1) $ (1,4) $ 5(2,2) $ 5(3,0) 
$5(0,3) $ 12(1, 1) $ 3(0,0) 

§18.5. The Coset su(2)k!U(1) and Parafermions 

18.5.1. Character Decomposition and String Functions 

A simple, yet interesting coset model is 

SU(2)k 
u(1) 

with central charge 

c = _3_k _ _ 1 = _2(:;-k_---::-l_) 
k+2 k+2 

8 
37 
136 

440 

(18.115) 

(18.116) 

For k = 1, 2, 3, and 4, it describes respectively the trivial c = 0 theory, the Ising 
model, the three-state Potts model, and a rational c = 1 theory. 

The first step in the analysis of this coset is to understand how the su(2) irre­
ducible representations decompose into u(I) factors. This is rather simple: each 
weight in a representation of su(2) is by itself a u( 1) representation, usually called 
a charge, that is, 

(18.117) 

where representations on the l.h.s. refer to u(1) and the index 1 reminds us that 
they have dimension 1. In this section, we denote the finite Dynkin label A 1 by l 
(which is, in fact, the same as the partition entry ll). The above decomposition 
then reads 

(l + m = 0 mod 2) (18.118) 
m=-i 

The affine extension of this u(1) algebra is u( I)k. More precisely, it is an extended 
u( 1) theory corresponding to a free boson living on a circle of radius .../2k (or v'2ik 
by duality); the u( 1) charge is interpreted as the boson momentum. The concept of 
level is inherited from the covering SU(2)k algebra. The distinct (extended) fields 
OfU(l)k have charge (or finite Dynkin label) ranging over: 

-k + I ::::; m ::::; k (18.119) 
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and dimension 

(18.120) 

(This can be calculated from the usual dimension fonnula (15.104), with A = mWt, 

w~ = ~, p = g = 0, and level k.) These representations can be viewed as the 
integrable representations ofu( Ok. into which the SU(2)k representations must be 
decomposed. That these are the only distinct representations is most directly seen 
from the characters, which have already been calculated in Sect. 14.4.4. To avoid 
notational confusion with thesu(2)k characters X~k)(q), we will indicate the u(I)k 

characters by K;:;)(q):7 

(k)( ) 
~)(q) = 8 m q 

TJ(q) 

where 8~)(q) is the standard generalized theta function: 

8~)(q) = Lqk(n+ml2k)2 
neZ 

(18.121) 

(18.122) 

(cf. Eq. (14.176». The invariance of the theta function under a shift of m by 2k 
implies that 

(18.123) 

so that the range ofm can be restricted as in Eq. (18.119). Since representations 
differing by a sign are charge conjugates of each other, the restricted characters 
also satisfy 

(18.124) 

(but when the z dependence is reinserted, this last equality no longer holds). 
The character decomposition appropriate to this coset is thus 

k 

X~k)(q) = L X(t,m}(q) K~)(q) (18.125) 
m=-k+t 

where X(t,m}(q) stands for a coset character. The branching condition is m + l = 
o mod 2. As we will show, the characters for this coset tum out to be expressible 
directly in tenns of the SU(2)k string functions. 

We first recall the relation (14.147) between (nonnormalized) characters and 
string functions, which we reproduce for convenience: 

chi = L 0'1i )(e-li ) eil 

ileorax 

(18.126) 

0'1i ) is the string function of the weight it in the representation i, and niax is 

the set of the weights it in the representation i, such that it + 8 is not in the 

7 This notation was also used in App. 17.B, but there the upper index was chosen to be N = 2k. 
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representation. This set is infinite. But all weights in QTax can be Weyl reftected­
or more precisely translated-into a weight v such that -k + 1 :::: VI :::: k. In other 
words, any jl E QTax can be written as lav V for an appropriate V--corresponding 
to an integrable U(l)k charge-and an appropriate affine coroot. Since the string 
function satisfies (cf. Eq. (14.145» 

(18.127) 

we can write 

L of)(e-~) L etavv (18.128) 
-k+l:::vl:::k aVeQV 

Up to a factor, this sum is a theta function (cf. Eq. (14.154». Its specialized version 
is 

L e-21ti(tavv,(0; r; 0» = q-vfl4k8~~)(q) 
aVeQV 

To avoid keeping track of the subscript 1, we redefine 

and set 

We have thus obtained: 
k 

chi(q) == ch~k)(q) = L u;'(q) q-m2/4k 8~)(q) 
m=-k+1 

The normalized character then reads 
k 

X~k)(q) = L qh t -hm -3kI24(k+2) u;'(q) 8~)(q) 
m=-k+1 

(18.129) 

(18.130) 

(18.131) 

(18.132) 

(18.133) 

(with he = h).. and hm = m 2/4k). Expressed in terms of the normalized string 
function, defined by Eqs. (14.223) and (14.224), that is, 

c~(q) = qh t -hm -3kl(k+2) u;'(q) 

Eq. (18.133) takes the form 

k 

X~k)(q) = L c~(q) 8~)(q) 
m=-k+1 

k 

= L T1(q) c~(q) K~)(q) 
m=-k+1 

(18.134) 

(18.135) 

This gives exactly the character decomposition of SU(2)k representations in terms 
of u( l)k ones. The coset characters are thus 

X{e;m}(q) = T1(q) c~(q) (18.136) 
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The determination of the coset characters has been reduced to reorganizing the 
known SU(2)k characters in sums of theta functions. The calculation of string 
functions is somewhat tedious and we will not evaluate them directly. Instead, we 
will take a field-theoretical point of view and use the correspondence between the 
coset SU(2)klU(1) and known minimal models to extract the string functions for 
k ~ 3. 

Before turning to examples, we will settle the question of field identification. 
This amounts to finding the branching of the basic su(2) automorphism a into an 
operation on the "integrable" charges. We recall that the action of a is to replace 
i by k - l. From the finite algebra branching rules, it follows that a must branch 
to an operator ii that maps m to k - m. Under this transformation, the parity 
requirement i - m = 0 mod 2 is preserved. This yields the field identification 

Xli; m)(q) = Xlk-i; k-m)(q) 

Given that 

Xli; m)(q) = Xli; -m)(q) = Xli; m+2k)(q) 

the character identity (18.137) takes the form 

Xli; m)(q) = Xlk-l; k+m)(q) = Xlk-l; m-k)(q) 

(18.137) 

(18.138) 

(18.139) 

Whichever relation is used is dictated by the particular value of m at hand: either 
m + k or m - k will be in the fundamental range (18.119). The net result is that 
half of all allowed coset pairs make distinct coset fields. 

18.5.2. A Few Special Cases 

EXAMPLE 1: k = 1 

For k = 1, the resulting coset is a trivial unitary c = 0 theory, whose whole field 
content is the identity with no descendants. The two coset fields are 

{[I,O]; (O)} == {O; O} and {[O, 1]; (I)} == {I; I} (18.140) 

where the second expression uses the {i; m} notation. Both have zero fractional 
conformal dimension. According to Eq. (18.139), these must be identified. There 
is therefore a single coset character, which must be equal to unity: 

XIO; O)(q) = 1 

Equation (18.136) implies that 

TJ(q) cg(q) = 1 ~ cg(q) = TJ(q)-1 

This agrees with the result found in Sect. 15.6.2, namely that 

C7WO~])(q) = ({J(q)-I 

since in the present case the relative modular anomaly is - i4 . 

(18.141) 

(18.142) 

(18.143) 

This coset description based on su(2)1 allows us to recover in a very simple 
way the expressions for the characters of the two integrable representations already 
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derived from the vertex construction. Since there is only one term in each character 
decomposition, we have 

X~l)(q) = K~I)(q) 

X~l)(q) = K~l)(q) 

KP) takes a simple form in terms of Jacobi theta functions since 

eg)(q) = Lqn2 = (h(q2) 

This leads to 

(cf. Eq. (10.233». 

EXAMPLE 2: k = 2 

nEZ 

e~l)(q) = Lq(n+!)2 = (h(q2) 
nEZ 

e~(q) + e~(q) 
2rp(q) 

e~(q) - e~(q) 
2TJ2(q) 

For k = 2, the distinct coset fields and their fractional dimension are 

{[2, 0]; (O)} == {O; O} h = 0 mod 1 

{[2, 0]; (2)} == {O; 2} 

{[I, 1]; (l)} == {I; I} 

1 
h="2 modl 

1 
h = 16 mod 1 

(18.144) 

(18.145) 

(18.146) 

(18.147) 

and they can be identified unambiguously with the Ising primary fields][ = 41(1,1), 

€ = 41(2,1), and a = 41(1,2), respectively. These identifications lead to the character 
identities: 

X(1,I)(q) ~ 4 ( ~~; ) ~ .,(q)cg(q) 

1 ( e4(q») 0 X(2,l)(q) = "2 TJ(q) = TJ(q)ciq) (18.148) 

e2(q) 1 
X(I,2)(q) = TJ(q) = TJ(q)cl(q) 

(Equivalent expressions for the §U(2h string functions are presented in Ex. 14.11.) 
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Again, this construction provides nice expressions for the su(2h characters. 
The character decompositions read 

(2) ( 0 K(2) 0 K(2») 
X[2,O] == Xo = TJ Co 0 +C2 2 

X[O,2] == X~2) = TJ (C~ K~2) + C~ K~2») (18.149) 

(2) ( I K(2) I K(2») 
X[I,I] == XI = TJ C I I + C_ I _I 

where these functions are understood to be evaluated at q. Using the identities 

(18.150) 

and the relation between K and the generalized theta functions, we write 

X(2) - CO 8(2) + CO 8(2) o - 0 0 2 2 

X(2) - CO 8(2) + CO 8(2) 
2 - 0 2 2 0 (18.151) 

X~2) = 2cl 8~2) 

Again, the generalized theta functions are expressible in terms of the Jacobi theta 
functions as follows: 

8~2) + 8~2) = L (q(2n)2/2 +q(2n+1)2/2 ) = (h(q) 

neZ 

8~2) _ 8~2) = L (q(2n)212 _ q(2n+ 1)2/2) = 94(q) 

neZ 

8~2) = Lq2(n+1/4)2 = ~ L (q(2n+4>2/2 +q(2n+1+4)2/2 ) = ~(h(q) 
neZ neZ 

With the string functions given by Eq. (18.148), we find 

(2) _ 1 ([93J~ [94J~) Xo-- - +-
2 TJ TJ 

X~2) = ~ ([ ~r -[~ r) 
X~2) = [~~r 

The corresponding partition function takes the form 

where 

Z = 21~13 (1921 3 + l{hl3 + 1(213) 

=4 L z~ 
v=2,3,4 

(18.152) 

(18.153) 

(18.154) 

(18.155) 



§18.5. The Cosetsu(2)k!U(1) and Parafermions 823 

(cf. Chap. 12). Zv gives the partition function of a free fermion: v = 2,3, and 4 
corresponds respectively to the (NS,R), (R,NS), and (NS,NS) boundary conditions 
(cf. Eq. (10.51». The su(2h theory is known to be realized in terms of three 
fermions (cf. Ex. 15.15). The above partition function provides another way of 
seeing this equiValence. It further implies that the three fermions must have the 
same periodicity or antiperiodicity conditions on the torus. 

EXAMPLE 3: k = 3 

For k = 3, the central charge is ~, but again this does not uniquely fix the field 
content of the theory. The appropriate minimal model can be identified from the 
values of the fractional dimensions of the distinct coset fields: 

to; O} h = o mod 1 

to; 2} 
2 

h="3 modl 

2 to; -2} h = - mod 1 
3 

{1; 3} 
2 

h=Smodl 
(18.156) 

{I; I} 
1 

h = 15 mod 1 

{1; -I} 
1 

h = 15 mod 1 

This reproduces exactly the (fractional) spectrum of the three-state Potts model, 
with the required multiplicities. In the coset description, fields with multiplicity 
larger than 1 are seen to be genuine charge conjugates of each other-here the 
conjugation is inherited from the u(1) sector. The identification of the Virasoro and 
coset characters leads to the following expressions for the level-3 string functions: 

18.5.3. Parafennions 

X(I,I) + X(4,1) = 1/ cg 
X(2,I) + X(3,I) = 1/C~ 

o 
X(4,3) = 1/c2 

I 
X(3,3) = 1/ c I 

(18.157) 

The coset (18.116) is usually called a parafermionic model. Without embarking on 
the analysis of conformal theories whose symmetry is enhanced by the conservation 
of parafermionic currents, we simply give the rationale for the epithet parafermion. 
The Sil(2)k WZW model can be viewed as composed of two building blocks: an 
su (2 )k!U(1 ) piece, associated with parafermions, and a u( 1) factor, associated with 
a free boson. This must reflect itself in the composition of the SU(2)k generators, 
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which should then be expressible as 

J+(z) = .fk 1/Ipar(Z)eiv"iik CP(z) 

J-(z) = .fk 1/IJar(z)e-iv"iik cp(z) 

JO(z) = i..!2k (JzqJ(Z) 

18. Cosets 

(18.158) 

where 1/Ipar and 1/I~ar stand for conserved parafermionic fields, and qJ is a standard 
free boson: 

qJ(Z)qJ(W) '" - In(z - w) (18.159) 

Since e±iv"iik CP(z) has dimension 11k, the parafermions must have dimension (k -
I)/k. For k = 1, parafermions are absent: the su(2)1 WZW model is realized in 
terms of a single free boson (cf. Sect. 15.6); for k = 2 they are genuine fermions. 
With k > 2, parafermions do not have integer or half-integer fractional dimensions; 
they satisfy a 'Ilk paras~atistics, hence their name. 

To complete the study of these cosets, we mention the relation between the 

coset-or parafermionic-fields {!'~ (z, z) and thesu(2)k WZW fields cfJ~~m (z, z): 

(18.160) 

Correlations of parafermionic fields can therefore be computed from those of the 
SU(2)k theory. 

For reference, we write the holomorphic conformal dimension of the parafermionic 
fields (;,: 

hi = i(i + 2) _ m 2 

m 4(k + 2) 4k 
(18.161) 

The fields that are primary with respect to the parafermionic algebra are the fl's. 

18.5.4. Parafermionic Formulation of the General su(2) 
Diagonal Cosets 

As an application of our study of the coset SU(2)k!U(I), we now show that it can 
be viewed as the building block for the general su(2) diagonal coset 

SU(2)k $ su(2)1 

SU(2)k+1 
(18.162) 

More precisely, the characters of the diagonal coset will be shown to have a nat­
ural decomposition in terms of the su(2) string functions. We write the character 
decomposition of Eq. (18.162) in the form 

l+k+1 
(k) (I) "" (i+k) 

Xl Xr-I = L-J Xli. r; S)Xs-I (18.163) 
s=1 

For two characters, we choose to write the Dynkin label in a form that will facilitate 
the comparison with the Vrrasoro characters for 1 = 1 and the expressions obtained 
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in the Coulomb-gas representation for alII (Ex. 18.15). Note, in particular, that 
1 ::; r ::; I + 1. The starting point in our quest for an explicit formula for X{l,r;s} 

consists in rewriting X~k) as a sum over string functions, as in Eq. (18.135): 

k 

X~k)(x,q) = L c~(q) e~)(x,q) (18.164) 
m=-k+1 

with x = e-2rriz • This key step makes the following character derivation as simple 
as in the 1= 1 case presented in Sect. 18.3.1. With 

Q(l+2) _ Q(l+2) D r(I+2) 
(l) Or 0 -r 

Xr-I = e(2) _ e(2) = D(2) 
1 -I 1 

(18.165) 

Eq. (18.163) becomes 

k l+k+1 L c~(q) e~)(x,q) D~I+2)(X,q) = L X{l,r;s} D~I+k+2)(X,q) (18.166) 
m=-k+1 s=1 

We concentrate first on the product: 

e~)(x,q) e~I+2)(x,q) = L x k(n+ml2k)+(l+2)(n'+rl(21+4» 

n,n'eZ (18.167) 

To reexpress the exponent of x in the form (I + k + 2)n + s'/2 for some s' E Z, 
we must set 

s' = m + r + 2(1 + 2)(n' - n) (18.168) 

The integer s' is then decomposed in two parts as 

s' = s + 2t(k + I + 2) (18.169) 

with 

I ::; s ::; 2(k + I + 2) + 1 and t E Z (18.170) 

This yields 

2(k+l+I)+1 
e~)(x,q) e~I+2)(x,q) = L L e~l+k+2)(x,q) qllr,s(t) (18.171) 

s=1 feZ 

with 

fJ - [(k + I + 2)r - (I + 2)s + 2(k + I + 2)(1 + 2)tj2 
r,s - 4k(1 + 2)(1 + k + 2) 

(18.172) 
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The same result holds with the signs of m, r and s reversed; using c~ = c~m' we 
obtain 

k k 2(/+k+I)+1 
L c~(q) e~)(x,q)D~+2) = L L Lc~(q)q.Br.s(t) D~I+k+2) 

m=-k+1 m=-k+1 5=1 /e'L 
(18.173) 

This is close to the desired result; we need only to restrict the range of s 
appropriately, using D~~k+2) = _D}I+k+2). With 

this yields 

with 

k 

Xlt, r; sl(q) = L c~(q) Fm(q) 
m=-k+1 

Fm(q) = L (~m,m,q.Br.s(t) - ~m,m"q.Br.-s(t») 
/e'L 

m' = Is - r - 2t(1 + 2)1 mod 2k 

m" = Is + r - 2t(1 + 2)1 mod 2k 

(18.174) 

(18.175) 

(18.176) 

The present derivation provides a rationale for the Coulomb-gas construc­
tion presented in Ex. 18.15: the coset characters are naturally decomposed into 
parafermionic characters, ." c~, and a piece that looks like a deformed mini­
mal Virasoro character or, more properly formulated, a deformed Coulomb-gas 
contribution. 

§18.6. Conformal Theories With Fractional su(2) 
Spectrum-generating Algebra 

To complete the coset description of the minimal models, we now have to consider 
nonunitary models. In order to reproduce 

6(p _ p')2 
C = 1 - --=-_..::......c_ 

pp' 

with a coset of the form (18.51), we clearly need 

k= 3p'-2p 
p-p' 

Withp - p' i= 1, the level is fractional! 

(18.177) 

(18.178) 

At first sight, WZW models at fractional levels are not well-defined: the Wess­
Zumino action is not single valued. In spite of this, we can set up an algebraic 
formulation of these WZW models starting from the current algebra. There are no 
immediate problems with such a formulation: the Sugawara energy-momentum 
tensor can be constructed exactly as before, primary fields are again associated with 
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highest-weight states and their conformal dimension is still evaluated by means 
of the formula (15.104). As for the integrable case, not every highest-weight state 
qualifies as a state associated with a primary field. These are only those states that 
are the highest-weight states of the admissible representations introduced below. 
For a fixed value of k, there is a finite number of admissible representations. Their 
characterizing property is modular covariance: they all transform linearly into each 
other under modular transformations. 

A priori, the algebraic formulation of a fractional-level WZW model is not to 
be viewed as a cure for the intrinsic "sickness" of the model defined in terms of 
an action. Although there are no problems in the mere algebraic formulation of 
the theory, inconsistencies could very well arise at some point. Indeed, the fusion 
rules of the theory calculated from the Verlinde formula are not positive!s 

Our position here with regard to these models is the following: our immediate 
purpose is not to make physical sense of fractional-level WZW models for them­
selves; they will be used as coset building blocks and it is only the final coset 
theory that really has to be well-defined. 

Since our primary objective is to complete the coset description of the min­
imal models, we restrict ourself to the presentation of the su(2) admissible 
representations, deferring consideration of the general case to App. 18.B. 

18.6.1. Admissible Representations of SU(2)k 

In this section we return to the theory of representations for affine Lie algebras, 
in order to characterize those su(2) representations at fractional levels that are 
modular covariant. 

Let the fractional level be of the form 

(18.179) 

where 

U EN, t E V{O}, (t,U) = 1 (18.180) 

That is, U is a positive integer, t is a positive or negative (but nonzero) integer, and t 
and U are relatively prime. Notice that k can be negative. We define the admissible 
representations of SU(2)k as highest-weight representations whose highest weight 
i can be broken into two integrable weights if and iF as9 

(18.181) 

8 Nevertheless, a deeper understanding could very well show the value of algebraic fonnulation 
of fractional-level WZW models. For instance, a naive application of the Verlinde fonnula might be 
inappropriate in this context, but the naive adaptation of the integer-level WZW action does not work. 

9 We warn the reader that such a simple characterization of the admissible representations is not 
typical, and is valid only for S'U(2)k' 
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at respective levels kl and kF given by 

e = u(k + 2) - 2 2: 0 

kF =u-I2:0 

18. Cosets 

(18.182) 

(Since the level is additive upon weight addition, we verify that the level of i. is 
indeed k.) The superscript lor F refers to integer or fractional, but we stress that 
even though i.F is responsible for the fractional part of i., it is itself an integrable 
weight, i.e., i.r E Z+. The integrability of i.1 and i.F forces the above inequalities 
on the levels. The condition u - 1 2: 0 is always satisfied but the other condition 
provides a lower bound on the value of t: 

t2:2-2u (18.183) 

Because t and u must be relatively prime, t can take the lower bound value only 
when u is odd. When u = I, admissible representations reduce to integrable ones: 
kF = 0, i.F = 0, kl = k. 

Because i. is built from two integrable weights at finite positive levels, there 
is a finite number of admissible representations at each fractional level. Actually, 
this number is simply (k l + I)(kF + 1). The list of admissible representations for 
k = -~, -~ and -t is given in Tables 18.4, 18.5, and 18.6, respectively, together 
with their conformal dimensions: 

h. _ AI(AI + 2) 
). - 4(k +2) 

(18.184) 

We note the occurrence of negative conformal dimensions, the clearest signal of 
nonunitarity. 

Table 18.4. Admissible 
representations of su(2L~ 

i. i.! i.F h 

[-~,O] [0,0] [2,0] ° [-~, -~] [0,0] [1, 1] 1 
-'3 

[0, -~] [0,0] [0,2] 1 
-'3 

18.6.2. Character of Admissible Representations 

The character of the SU(2)k admissible representations, evaluated at the special 
point ~ = -2m(~; .,0), with ~ = ZWI, is 

8i~(z/u; .) - 8id}(z/u; .) 
XX (z; .) = (2) (2) (18.185) 

8 1 (Z;.) - 8_ I (z;.) 
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Table 18.5. Admissible 
representations of su(2L~ 

>,. >,.1 >,.F h 

[-1,0] [1,0] [1,0] 0 

[1, -~] [1,0] [0,1] 1 
-8 

[-~, 1] [0,1] [1,0] 1 
2 

[0, -1] [0,1] [0,1] 1 
-8 

Table 18.6. Admissible 
representations of su (2) _ ~ 

>,. >,.1 >,.F h 

[-%,0] [3,0] [2,0] 0 

[~, -~] [3,0] [1, 1] 1 
-12 

[3, -~] [3,0] [0,2] 2 
"3 

[-~, 1] [2,1] [2,0] 9 
20 

[%' -j] [2,1] [1,1] 2 
-15 

[2, -~] [2,1] [0,2] 7 
60 

[-~, 2] [1,2] [2,0] 6 
5 

[-j, %] [1,2] [1, 1] 7 
60 

[1, -~] [1,2] [0,2] 2 
-15 

[-~,3] [0,3] [2,0] 9 
4 

[-~, ~] [0,3] [1,1] 2 
"3 

[0, -%] [0,3] [0,2] 1 
-12 

where 

8bd)(z; 1:) = L qdl2rJl (18.186) 
ieZ+bl2d 
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and q = e21riT , x = e-2rriz .1O The parameters d and b± are given by 

d = u2(k +2) 

We note that 

b± = U [±(A{ + 1) - (k + 2)Af] 

b+wI = 1 . (AI + p) - (k + 2)AF 

b_wI = 51 • (AI + p) - (k + 2)AF 

18. eosets 

(18.187) 

(18.188) 

which means that the character can be expressed as a sum over the Weyl group as in 
the integrable case, but with the action of the Weyl group restricted to the integral 
part of the weight. Actually, when U = 1, Eq. (18.185) reduces to Eq. (14.174). 

We consider the limit z -+ 0 of the above character. It is simple to see that the 
denominator vanishes linearly in z: 

E>~2}(Z; 'l') - E>~~(z; 'l') = -2TriZq1l8 Lq2s2+S(45 + 1) + O(Z2) (18.189) 
seZ 

But this is not so for the numerator: 

E>b~(zlu; 'l') - E>b~(zlu; 'l') = qb~/4d~+I2u L qs2d+sb+ 
seZ 

X (~/u _q"fl2uS(k+2}+A~+I)X-"~-I-dsIU) 

(18.190) 
When Af =1= 0, this expression remains finite as Z -+ O. As a result, the specialized 
character of admissible representations with fractional finite weight is infinite. 

To understand this feature, we recall that the specialized character codes the 
number of states at each grade. In the integrable case, the number of states at each 
grade is finite and these states are organized in 5u(2) finite dimensional represen­
tations. The specialized character is thus finite. In the fractional case, states at each 
grade are also organized in 5u(2) representations; but 5u(2) representations with 
fractional highest weights are infinite dimensional. Consequently, the specialized 
character is infinite. 

18.6.3. Modular Covariance of Admissible Representations 

The modular S matrix for admissible representations can be obtained as before, 
by means of the Poisson resummation formula. The details of the derivation are 
left to the reader (see Ex. 18.16); the result is 

s . . = ~(_1)JLf(,,~+J)+Af(JL~+I) 
".JL V~ 

(18.191) 

-irrJLF .. F(k+2} . [1Z'(A{ + 1)(JL{ + 1)] xe II SID 
k+2 

10 As in the integral case, the character formula is given without proof (and convergence issues are 
ignored throughout). However, the above expression for the generalized theta function is equivalent to 
Eq. (14.176). 
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The T matrix is (as usual) given by 

Both matrices are unitary. 

n: _~. e21ri(h;.-cl24) 
.l5,.jl - o)..jl 
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(18.192) 

Take, for instance, the model at level - ~. Because the finite integer part of all 
the fields is zero, only the phase prefactor contributes to the S matrix. With the 
fields ordered as in Table 18.4, we find 

(18.193) 

whose unitarity is easily verified. 

18.6.4. Charge Conjugation 

From the list of primary fields given in Tables 18.4-18.6, we notice that there are 
distinct fields with the same conformal dimension. For WZW models at integer 
level, this is a frequent feature: primary fields associated with conjugate represen­
tations always have the same dimension, and fields with the same dimension are 
necessarily conjugates of each other. The conjugation of these fields is inherited 
from the conjugation of the Lie algebra representations. This, in tum, reflects the 
automorphism of the Dynkin diagram. 

But here there appears to be a sort of conjugation for the fractional-level 
representations with no integer-level analogue (su(2) representations are always 
self-conjugate), hence with no relation to the Dynkin diagram automorphisms. 

These examples reveal that states in conjugate pairs all have nonzero fractional 
parts. The other states, with integral finite parts, are self-conjugate, as expected. 
Since the dimension formula is invariant under the transformation J.. -+ J.. - 2p, it 
is natural to guess that 

i* = i 8)..F 0 + (-i. - 2.0)(1- 8)..F 0) 
I' I' 

(18.194) 

This will be confirmed below from the calculation of S2 = C. We first prove 
that when J..f =I- 0, -i - 2.0 is admissible if i. is so. This shows that conjugate 
states in the fractional sector always occur in pairs. When J..f =I- 0, the conjugate 
transformation is 

or equivalently 

J..{ -+ kI - J..{ 
J..f -+ u - J..f 

J...I -+ ai.I 
iF -+ a(iF +Wo) - Wo 

(18.195) 

(18.196) 
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where a is the S'U(2) outer automorphism. If )J is integrable, a)J is also integrable. 
Similarly, if )f is integrable and >..f ::: I, this means that 

1 :::: >..f :::: u - 1 ===> 1:::: u - >..f ::: u - 1 (18.197) 

that is, u - >..f is the nonzero finite part of an integrable weight at level u - 1. 
Finally, we show that there can be no self-conjugate state with >..f 1= 0, resulting 
from fixed points in the I and F sector. That would correspond to states such that 

>..{ = e - >..{ and >..f = kl - >..f (18.198) 

This requires kl and kF both to be even. But, since kl = t - 2u - 2, this contradicts 
the condition (t, u) = 1. 

The transformation (18.194) implies that 

(18.199) 

when >..f 1= O. From the expression (18.186) for the theta function, it is readily 
seen that 

(18.200) 

The denominator of the character is not affected by this conjugate transformation 
because it involves only integer weights. But if we want to express the character 
at the point -z, it picks up a minus sign: 

8~2)(Z; r) - 8~?(z; r) = _[8~2)( -z; r) - 8~?( -z; r)] (18.201) 

This leads to 
~·F 

XX( -z; r) = (-1) "1,0 XXo(z; r) 

Writing this relation under the form (cf. Eqs. (14.226) and (14.229» 

XX(-z; r) = CX,AXA(Z; r) 

allows us to read off the charge conjugation matrix: 

~·F 
CX,A = c5Xo,A(-I) "1,0 

(18.202) 

(18.203) 

(18.204) 

Since Z -4 -z can be obtained from two applications of r -4 -1/r (cf. 
Sect. 14.6), we have thus essentially checked that S2 = C, with C given above. 
With our simple example at level - ~, we obtain 

8' ~ C ~ G ~1 ~1) (18.205) 

18.6.5. Fusion Rules 

We have already indicated that for WZW models at fractional levels the fusion 
coefficients calculated from the Verlinde formula are negative. For a simple il-
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lustration, take the model at level-1 whose S matrix is given in Eq. (18.193). 
Applying the Verlinde formula directly, we find 

2 2 4 4 
[-3"'-3"] x [0'-3"] = -[-3",0] (18.206) 

It is not too difficult to derive, from the Verlinde formula, a closed expression 
for the fusion coefficients. However, in the following, we will need fusion rules 
only for fields with vanishing finite fractional parts. This case is easily treated 
because 

(if) SS,.,if 
y- = - = X).(ga) 

). SO,if 
(18.207) 

where X).(ga) is the su(2) finite character evaluated at the special point ga = 
-2rri(u + p)/(k + 2). The method of Sect. 16.2 applies and we end up with the 
very simple relation 

(18.208) 

The fact that the fusion rules at level k, for weights with zero finite fractional part, 
are given by the fusion of their integral parts at level u(k + 2) - 2 will be used in 
the coset construction of nonunitary minimal models, once it will be proven, from 
field-identification considerations, that fields with zero finite fractional parts are 
suitable coset representatives. 

§18.7. Coset Description of Nonunitary Minimal 
Models 

Armed with these results on fractional-level representations of su(2), we now tum 
to the coset description of nonunitary minimal models. As already pointed out, 
with a coset of the form (18.51), we need 

k = 3p' - 2p 
p_p' 

so that p and p' are related to k by 

P = u(k + 2) + u , p' = u(k+2) 

(18.209) 

(18.210) 

Characters of coset fields are still given by normalized branching functions XIs" -. vI ,/1-, 

where i, jl and v are admissible weights at levels k, 1 and k + 1 respectively. Again, 
this implies a selection condition of the form Eq. (18.26) which, in the present case, 
takes the form 

}..{ - (k + 2)}..i + ILl - v{ + (k + 3)vi = 0 mod 2 

Because k is fractional, this can be satisfied only if 

}..i = vi 

(18.211) 

(18.212) 
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Actually, this needs to be verified only modulo u. But since changing k by k + 1 
does not change the value of u, the level of both Sf and if is u - 1; since both 
weights are integrable, Ai and vi cannot differ by a nonzero multiple of u. The 
I -part of the weights must then satisfy 

A{ + JLI - v{ = 0 mod 2 (18.213) 

We note that the levels of iI and \I differ by u > 1. The derivation of the coset 
characters from the character decomposition (18.54) goes through exactly as in 
the unitary case. However, the derivation can be simplified once the problem of 
field identification is under control. To appreciate the novelties brought by nonuni­
tarity in this respect, we consider the simplest nonunitary model, the Yang-Lee 
singularity, with (P,p') = (5,2). 

18.7.1. The Coset Description of the Yang-Lee Model 

We first list all the admissible weights at levels - ~ and -1. This has been done in 

Tables 18.4 and 18.6. Next, we look at all triplets i, [L, v at levels -~, 1 and -1 
respectively that satisfy Eqs. (18.212) and (18.213), and evaluate their fractional 
dimension fromh~ +h{t -hi>. Collecting fields with the same fractional dimension 
leads to the results presented in Table 18.7, where triplets are labeled by their finite 
parts. 

This model has central charge - ¥ and, since there is a unique minimal model 
for this value of c, it is bound to be the Yang-Lee model. It must have two primary 
fields of dimension 0 and -!. Therefore, fields in Table 18.7 within each set have to 
be identified. Clearly, the way fields are identified goes beyond the mere action of 
the outer automorphism a since that can account for only two field identifications 
(since a2 = 1), whereas six are required here. 

Table 18.7. Coset fields for k = -~ 

h = 0 to; 0; O} {-~, 1; -1} {-~, 1; -~} 

{-~,O;~} {-~,O; -~} to; 1; 3} 

h = -! to; 1; 1} {-~,O; -~} {-~,O; -~} 

{-~, 1; 1} {-~, 1; -~} to; 0; 2} 
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18.7.2. Field Identification in the Nonunitary Case 

Using the S matrix (18.191), it is easily verified that 

S~k). = _ e2nikAfJ..'i S~k! 
A*,A' A,}..I 

In tum, this implies 
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(18.214) 

S S 2nik(J..FJ..IF_vF,;,F) (18215) 
I~ •. [.; ii·}'I~I. {i.'; if} = I~. [.; ii}.I~I. [.'; if} ell 1 1 • 

Because Af = vf and At = vt, the phase factor is unity. Since the conformal 
dimension is not affected by conjugation, we find the field identification 

{i* I p,; v*} ~ {i, p,; v} (18.216) 

This is compatible with the branching conditions (18.212)-(18.213). Similarly, 
since 

(18.217) 

we conclude that the outer automorphism still yields a field identification: 

{ai, ap,; av} "" {i , p,; v} (18.218) 

We now return to the Yang-Lee model. We recall that the coset fields are given 
in the form {AI, ILl; VI}, which are the finite parts of affine weights at respective 
levels - ~, 1 and -1' Therefore, 

(18.219) 

On the other hand, if AI is an integer, Ai = AI. However, if it is fractional, Ai = 
-AI - 2 (cf. Eq. (18.194». In that case, with 

CA =oA* (18.220) 

we have 

(18.221) 

Consider the action of a and C on the fields with fractional conformal dimension 
o in Table 18.7: 

a{O,O; O} 
4 1 

= {--,I; --I 
3 3 

4 1 2 5 
c{ - -, 1; - -} = {- -, 1; - -} 

3 3 3 3 

2 5 2 4 

a{--, 1; --I = {--,O;-} (18.222) 
3 3 3 3 

2 4 4 W 
c{ - - I 0; -} = {- -,0; - - } 

3 3 3 3 

4 10 

a{--,O; --I = {O,O; 3} 
3 3 
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All these fields are then identified through the chain acaca. Exactly the same chain 
relates the six fields with h = - ~ mod 1 in Table 18.7. Note that in this chain, we 
start and end with a coset field of zero fractional part. 

It is not difficult to show that, for the diagonal coset 

su(2)t/u E9 su(2)! 

su(2)t/u+! 

and starting from a coset field with Af = 0, fields can be identified according to 
the sequence or canonical chain: 

(a C)U-l a (18.223) 

which reduces to the previous chain when u = 3. The proof of this result is left 
as an exercise (Ex. 18.22). Since there are 2u - 1 elements in the chain, 2u fields 
are identified. We now count the number of distinct coset fields. For A{, Ai and V{, 
there are respectively kI + 1, u, and kI + u + 1 possible choices; J.Ll is uniquely 
fixed by A{ and vi, whereas vi must be equal to Ai. Dividing the total number by 
2u yields 

(18.224) 

which is precisely the number of distinct primary fields in the minimal model 
(P,p'). 

A coset field can be represented by any triplet of weights in the orbit of the 
canonical chain. Since every chain contains two sets of weights with zero fractional 
parts, anyone of these provides a convenient choice of coset representatives. In 
the subclass of coset fields with zero fractional part-Le., of the form {iI, jl; V}­
there is now only one field identification, relating the two fields at the ends of the 
canonical chain: 

(18.225) 

As far as the integer parts are concerned, we then act u times on jl with a, but 
2u + 1 times on both iI and V (since the action of C on the I part is simply a). 
Because a2 = 1, this produces 

(18.226) 

and this is compatible with the branching condition since 

A{ + J.Ll - v{ = 0 mod 2 => kI -A{ + u(1 - J.Ll) - kI - U + v{ = 0 mod 2 
(18.227) 

Without the factor of u in Eq. (18.226), the branching conditions are not satis­
fied, and to obtain this factor, we have to go through the full analysis of field 
identification using all admissible representations. 
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The results of the preceding subsection indicate that the character of primary fields 
in nonunitary minimal models can be obtained directly from the decomposition of 
the character product xi~) x~) into a sum of characters x~+l). Since this derivation 
is in all points similar to the one pertaining to the unitary case, it is left to the reader 
(see Ex. 18.23). 

Coset fields can thus be specified by two integrable weights, ~l and v, at levels 
kl and kI + u, respectively or, equivalently, by two labels (r, s) defined by 

r = A{ + 1 1 ~ r ~ p' - 1 p' = e + 2 

s = vi + 1 1 ~ s ~ p - 1 p' = kl + 2 + U 
(18.228) 

The S matrix for Virasoro primary fields is easily recovered from that of its WZW 
components. This can then be used to show, following the analysis of the unitary 
case, that the Virasoro fusion coefficients are simply the products of two m(2) 
coefficients, one at level kl and the other at level kl + u, in perfect agreement with 
the result (8.131). 

Modular invariants for the nonunitary minimal models can be obtained, again 
exactly as in the unitary case, by the product-form mass matrix: 

M = ~MW)MW+u) (18.229) 
2 

Since t and U are relatively prime, so are kl and kl + u. Hence, one of kI or kJ + U 

must be odd, and one factor in Eq. (18.229) must be of the A-type. Listing all pairs 
of invariants containing at least one A -type factor leads to the full list of invariant 
partition functions presented in Eqs. (10.3) and (10.4). 

Appendix I8.A. Lie-Algebraic Structure of the Virasoro 
Singular Vectors 

The coset construction described in Sect. 18.3.1 yields the characters of the ir­
reducible Virasoro modules directly. As seen in Chap. 8, these characters code 
the subtractions of the different singular-vector submodules from the original re­
ducible Verma module. This plain fact naturally raises the following question: 
How are these singular vectors described from the Lie-algebraic point of view? 
This appendix addresses this question. I I 

In a finite simple Lie algebra, the integrable representation of highest weight A 
is obtained from a reducible Verma module VA by quotienting the singular vectors 

(18.230) 

II The more interesting question: "How is the structure of the coset singular vectors inferred from 
those of the WZW constituents?" is rather difficult. The coset construction of a given model is not well 
suited for the study of its singUlar vectors. 
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adding the intersection of their submodules, and so on. The Verma module VA 
is generated by the free action of the lowering generators E-a, ex > O. The 
corresponding character is thus 

eA 

X(VA) = Oa>oO _ e-a) (18.231) 

The character of the irreducible module LA encodes the submodule embeddings: 

X(LA) == XA = L €(w)X(V W •A) (18.232) 
weW 

Similarly, for an affine integrable representation described in terms of a 
reducible Verma module V~, 

(E;nAi+1Ii) = ISj . i) (i =F 0) (18.233) 

and 

(18.234) 

are singular vectors12 (cf. Sects. 14.3.1 and 15.3.4). The irreducible character is 

ch(L~) == ch~ = L €(w)ch(Vw.~) (18.235) 
weW 

with 

e~ 
ch(V·) = =-----:----:..,....--:-:-= 

A 0,'»00 _ e-a)mult(a) 
(18.236) 

Since the modular anomaly of the various terms w . i is independent of w (i.e., 
h~ = hw.~)' Eq. (18.235) holds for the normalized characters also. For su(2), the 
structure of module embeddings is easily described: the module V w.~ is embedded 
in the module Vw"~ if the (minimal) length ofw is longer than that ofw'. 

As we will now see, the structure of X(L~) (or any of the three weights) is 
directly transposed to the coset field Ii, it; v}. For the present purpose, it is more 
convenient to label the coset field by the pair of shifted weights {i + p; v + pl. 
We denote the Virasoro Verma module character by 

qh(r.s) 

x(V{~+.o; v+.o}) == X(V(r,s» = .,,(q) (18.237) 

where, as usual, the labels r and S stand for the finite Dynkin labels of the weights 
i + P and v + p. More precisely, in order to take into account the nonunitary 

12 The expression for so' i follows from Eq. (14.73). That is, 

so' i = so(i + p) - P 
= i + p + (k + g)8 - (A + p,9)9 - p 
= i + [k + I + (A,9)]9 

where 9 is the level-zero affine extension of 9, and we used the relation (p, 9) = g - I. This is indeed 
equal to the weight obtained by subtracting k - (A,9) + 1 times 9 from i. 
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as well as the unitary cases, we identify r and s with finite Dynkin labels of the 
weights)J + p and tI + p, respectively, as in Eq. (18.228) (u = 1 corresponds to 
the unitary case). The conformal dimension hr.s is 

IpOJ + p) - p'(v' + p)12 -jpp - p' pl2 (pr _ p'S)2 _ (p _ p')2 
hr.s = = ~-~------

2pp' 4pp' 

The character of the irreducible representation can be written as 

X{~+.o; v+.o) = L €(w)x(VIW(~+.o); v+.o}) 
weW 

(18.238) 

(18.239) 

This gives a series of embedded submodules that reproduces exactly the tower 
obtained in Sect. 8.1 for the reducible Vrrasoro modules (cf. Fig. 8.1). This 
correspondence is displayed in more detail in the next paragraph. 

In the following, we set 

{~+ p; v + p} == {fp' - r, r]; [p - s,s]} == (r,s) '" (P' - r,p - s) (18.240) 

and denote by s~1) (resp. S~2» the action of Si on the first (resp. second) weight 

of the coset pair. By acting successively on the (r, s) state with s~1) and s~I), we 
obtain the following sequence of singular vectors: 

s(l) 

{fp' - r,r]; fp - s,s]}~ {[-p' + r,2p' - r]; fp - s,s]} 

s(l) 

--4 {[3p' - r, -2p' + r]; fp - s,s]} 
(18.241) 

s(l) 

~ {[-3p' + r, 4p' - r]; fp - s,s]} 

This reproduces the left side of the tower of Fig. 18.1. It is conventional to choose, 
between the zeroth and first Dynkin labels, those which are positive for the two 
weights. The right side of the figure is obtained by modifying the ordering of the 
applications of the two basic Weyl reflections: 

s(l) 

{fp' - r, r]; fp - s,s]}--4 {fp' + r, -r]; fp - s,s]} 

s(l) 

~ {[-p' - r,2p' + r]; fp - s,s]} 
(18.242) 

s(l) 

--4 {[3p' + r, -2p' - r]; fp - s,s]} 

The second set oflabels appearing in Fig. 18.1 is obtained by means of the identities 

hp'+r.s = h r.-p+s (18.243) 

which are trivial consequences of the formula (18.238). The embeddin~ of the 
submodules on the different sides are obtained by acting with S~2) and s~ on the 
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second set of labels given in Fig. 18.1: S~2) acts from left to right and S~2) from 
right to left.13 For example: 

S~2)S~1){[p' - r,r]; IP - s,s]} = S~2){IP' + r , -r]; IP - s,s]} (18.244) 

According to our convention, the state on which S~2) acts is denoted by (p' +r, p -s). 
An equivalent labeling, obtained by means of the identities (18.243), is 

(p' +r,p -s) '" (-p' -r,-p+s) '" (p' -r,p+s) (18.245) 

therefore 

{IP' + r, -r]; IP - s,s]} '" {IP' - r , r]; IP + s, -s]} (18.246) 

It is on this last field that we must act with S~2), with the result 

S~2){IP' - r,r]; IP +s, -s]} = {IP' - r,r]; [-p -s,2p +s]} (18.247) 

denoted by (r,2p + s). Using S~2) s~l), we have then moved from the top of the 
module to the first submodule on the right, and from then, to the second submodule 
on the left. 

Appendix 18.B. Affine Lie Algebras at Fractional 
Levels and General Nonunitary Coset Models 

I8.B.l. Admissible Representations of Affine Lie Algebras 
at Fractional Levels 

In this section we present the general characterization of admissible representations 
of any affine Lie algebra at fractional levels 

t 
k=­

u 
(18.248) 

where t is a nonzero integer (positive or negative), U is a positive integer, and t 
and u are relatively prime. To every element y of the subgroup W/W(A) of the 
finite Weyl group W is associated a set of possible admissible highest weights i. 
W(A) is the subgroup of W isomorphic to the outer-automorphism group O(g) 
of g, that is, it is generated by all the elements W A associated with A E O(g) via 

13 On the primary field, the action of s}1) is the same as that of si2), but this is no longer true for the 
submodules, due to the noncommutativity of the Weyl reflections. For instance, 

JpSO(A + p) - p'(v + p)1 = Jp(A + p) - p'so(v + p)1 

but 

JpSISO(A + p) - p'(v + p)1 = Jp(A + p) - P'SOSI(V + p)1 # Jp(A + p) - p'SISO(V + p)1 
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Figure 18.1. Embedding of submodules in the Vr.s(P,p') Verma module from the coset 
approach. 

Eq. (14.98). Furthermore, each of these weights may be broken up into an integer 
(/) and a fractional (F) part: 

i = y. (il -(k+g)iF,Y) (18.249) 

where i l and iF,y are both integral weights. The level of the integer part i l is 

kl = u(k + g) - g ::: 0 

and that of the fractional part i F,y is 

e=u-l:::0 

The integer part i l is the highest weight of an integrable representation, 
Al rokl 
A E l""+ 

(18.250) 

(18.251) 

(18.252) 

On the other hand, the Dynkin labels of i F,y must satisfy the following two 
conditions: 

, :,y E aj rn • 0 1 
I\. u.. J = , , .,T 

J a'! 
1 

(18.253) 
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(we recall that a/a,! is always an integer) and 

(18.254) 

where Q~ is the set of real coroots of g: 
r 

Q~= Ln;a7, (18.255) 
;=0 

Thus, giveny E W, we can determine the possible values of Af'Y at a given level kF 

and then construct the admissible weights ~ at level k corresponding to the choice 
of y. This set of admissible highest weights for a fixed y will be denoted ~. The 
set of all admissible highest weights at level k is just the union of these: 

P'= U ~ (18.256) 
yeWIW(A) 

When u = 1, we find pk = pt. 
We illustrate the construction ofadmissible weights for su(2),su(3), and.ro(5). 

For su(2), all marks and comarks being 1, A[,y is an integer. We first pick an element 

y E W/W(A) and derives the corresponding restrictions on the values of g'y from 
Eq. (18.254). Since W = W(A) for su(2), the only choice for y is the identity. 
Then Eq. (18.254) reduces to the following two requirements: 

(A~ + l)a~ + A~a~ E Q~ 

Af +a~ + (Af + l)a~ E Q~ 
(18.257) 

The coefficients of the coroots must be greater than or equal to zero, with at least 
one being positive. This forces 

and (18.258) 

Therefore, the two Dynkin labels must be positive definite, and any su(2) 
admissible weight is of the form 

with (18.259) 

This is the way su(2) admissible weights have been presented in Sect. 18.6.1. 
For su(3), theDynkinlabelsof~F are still elements ofZ. Thesu(3) finite Weyl 

group is 

(18.260) 

The elements ofW(A) are 

(18.261) 
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corresponding respectively to the outer automorphisms 1, a and a 2 (a is a cyclic 
permutation of the affine Dynkin labels). Therefore, we can restrict y to the set 
{I,sd. The conditions (18.254) take the form: 

y = 1 : 
(18.262) 

We take, for instance, the simplest su(3) nonunitary model, at level - ~ (u = 2, 
e = 1 and kl = 0); the allowed 'j,f,Y are 

).,F,) : [1,0,0], [0,1,0], [0,0,1] 

iF,s I : [0,1,0]. 
(18.263) 

Therefore there are four admissible highest weights: 

3 3 3 1 1 1 
[-2:,0,0]' [0, -2:,0]' [0,0, -2:]' [-2:' -2:' -2:] (18.264) 

where the first three are obtained from y = I and the last one from y = S) • 

We now consider 50(5). The simple roots are 

ClO = [2,0,-2], Cl) = [0,2,-2], Cl2 = [-1,-1,2] (18.265) 

the last one being the short root. All marks and comarks are equal to unity except 
a2 = 2. This implies thatA~'r E Z and ).,~,y E 2Z. The sets W, W(A), and WIW(A) 
are, respectively , 

W = {l,S),S2,S)S2,S2S),S)S2S),S2S)S2,S)S2S)S2} 

W(A) = {1,s)s2sd 

WIW(A) = {1,s),s2,s)s2} 

The constraints on the ).,? 's with y E WIW(A) are found to be 

).,~::'2 2:: 0, 

).,F.s1 > ° ).,F.s1 > 1 0,2 -, )-

).,F.s2 > ° ).,F.s2 > 1 0,) -, 2-

).,F.s IS2 > -1 ).,F,SIS2 > ° o - ,) - , 

(18.266) 

(18.267) 

We note that ).,~.s2 2:: 2 and, since the other two Dynkin labels must be positive, 
the sector y = S2 is allowed only for u 2:: 3. For the simple case kl = 0, u = 2, 
the list of admissible weights is thus 

(18.268) 

withy respectively equal to 1, 1, S), and S)S2. 
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I8.B.2. Modular Properties of Characters for Admissible 
Representations 

18. eosets 

Since we will not need the explicit expressions for the characters of admissible 
representations, we only present their S modular transformation matrix: 14 

S>"/J. = il~+IIP/Qvl-![U2(k +g)rr/2E(yy') 

x exp {21li[()..1 + p, ')/) + ()..F, ILl + p) - (k + g)()..F, ILF)]} (18.269) 

x L E(w)e-21Ti(W()J+p),j./+p)/(k+g ) 

weW 

Here i E ~ and jl E 1";, and the fractional parts ).. F and IL F are defined by 

iF = y(iF'Y) (18.270) 

As usual, E(y) stands for the signature of the Weyl group element y. This matrix is 
unitary. For su(2), it reduces to Eq. (18.191). When kF = 0, we have to consider 
only y = 1, and the modular matrix S of integrable representations is recovered. 

Because the summand depends only on the integer part iI, the fusion rules 
(calculated by the Verlinde formula) are essentially determined by the integer part 
of the weights. 

I8.B.3. Charge Conjugation and the Associated Weyl Group 

Given the S matrix, we can calculate the charge conjugation matrix C from S2. 
But since the result is most neatly presented in terms of a particular subgroup of 
W, we first introduce the appropriate concept. 

To the finite part ).. of an admissible weight i, there corresponds a subgroup of 
the finite Weyl group, called the associated Weyl group W" . It is generated by the 
reflections with respect to all positive roots a such that ().., a V ) E Z. If all finite 
Dynkin labels are integers, it coincides with the full finite Weyl group. However, 
if some of the finite Dynkin labels are not integers, W" will be a proper subgroup 
of W. A simple su(3) example is: 

(18.271) 

As another example, consider the su(4) weights and their associated Weyl group: 

1 5 
(-3,0'-3): W" = {l,S2,SIS2S 3S IS 2S tl 

1 2 5 
(-3'-3'-3): W" = {1,sl s2stl 

(18.272) 

14 We note that for nonsimply-Iaced algebras. this formula is valid only when u is not a multiple of 
the ratio ai/a! corresponding to the short roots. Therefore, this formula should not be used when u is 
even for B r, Cr. and F4. and when u E 32: for G2: the corresponding admissible sets are ill-defined 
from the point of view of modular transformations. 
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In the first case the two positive roots such that (A, a V ) E Z are a2 and e, and in 
the second case, the corresponding set of positive roots is {a\ + a2}. 

We denote by W A the longest element of WA and, as before, Wo stands for the 
longest element of W. Then S2 = C yields: 

(18.273) 

where 

(18.274) 

For 5u(2), this is equivalent to Eq. (18.194). We stress that charge conjugation in 
the fractional case is not related to symmetries of the finite Dynkin diagram. We 
illustrate this formula with two 5U( 4) examples: 

1 5. 1 5 5 1 
(-3,0'-3) = (-5\52535\525\)'(-3,0'-3)=(-3,0'-3) 

1 2 5. 1 2 5 1 4 1 
(-3' -3' -3) (-5\525\)' (-3' -3' -3) = (-3' -3' -3) 

18.BA. Nonunitary Diagonal Coset Models 

We now consider diagonal cosets of the form 

gk E9 gl 
gk+l 

where 

k=tlu, [EN 

The corresponding central charge is 

c = [ dim g {I _ g(g + l)(P' - P )2 } 
[+g l2ppl 

where we have introduced the integers p and p' defined by 

[p' 
k + g = (p _ p') , p _p' = lu 

(18.275) 

(18.276) 

(18.277) 

(18.278) 

(18.279) 

Note that for [ = 1, requiring (t, u) = 1 forces p and p' to be relatively prime. 
In the following, we denote a diagonal coset primary field by {~, jl; v}, with 

~ E ~, jl E P+, and v E p;,+l. Fixed points are ignored throughout. Coset 
characters are obtained from the decomposition 

X~k)X~) = '"' (k+l) 
A I-' ~ Xli., P-; vI Xv (18.280) 

VEP'~+I) 

and a necessary condition for their nonvanishing is 

i + jl- V E Q, Y = y', iF = if (18.281) 
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where Q is the root lattice of g. Two important aspects of this decomposition 
must be emphasized. The first is that ~ and v are associated with the same Weyl 
group elementy. The second is the equality of the fractional parts of ~ and v. This 
identification is made possible because ~F and if have the same level (u - 1), 
even though the levels of ~ and v are different. The fractional part appears then as 
a conserved charge under tensor-product decomposition. 

The fractional part of the conformal dimension of the coset primary field, given 
by 

h = hi. + h[L - h" mod 1 (18.282) 

can be written in the form 

h = IP(J.. + p) - p'(v + p)12 - (p' - p)21p12 + (IL, IL + 2p) _ I).. - vl2 mod 1 
2lpp' 2(1 + g) 21 

(18.283) 
in terms of the coprime numbers p and p' introduced in Eq. (18.279), or equivalently 

p'=e +g (18.284) 

For 1 = 1 and simply-laced algebras, it can be checked that the last two terms in 
Eq. (18.283) cancel. 

The coset S matrix can be calculated from Eq. (18.269), and used as the starting 
point for the study of field identifications. This analysis proceeds as in the unitary 
case or su(2) at fractional level. Accordingly, the results will be presented rather 
briefly. Outer automorphisms still yield field identifications: 

{~, it; v} '" {A~,Ait; Av} (18.285) 

It turns out that the coset S matrix does not depend upon y and S/,y. This imme­
diately shows that the two coset fields {~, jl; v} and {~', it'; v'} can be identified 
if 

it = it', ~I = (~')/, vI = Wi, 
F,y = (~'t,y mod QV 

(18.286) 

Equality of the fractional parts modulo the coroot lattice QV, instead of the root 
lattice, is required in order to preserve the conformal dimension. This can be seen 
from Eq. (18.283). 

A large class of field identifications can be obtained by assuming that ~F,y = 
(~')F,y' andy #- y'. Then~' = w· ~ and V' = W· v, where w = y'y-l. Given an 
admissible weight ~, it is always possible to find elements w of the Weyl group 
such that w . ~ is also admissible. In fact, these elements belong to the coset 
WIWA. Since ~ and v have the same fractional part, they share the same associated 
subgroup WA. Thus, if W· ~ is admissible, so is w . V. Furthermore, it is clear that if 
it, ~ and v satisfy the branching condition (18.281), this condition is also satisfied 
by the weights it, w·~, and w· V. Finally, the conformal dimension (18.282) of 
the coset field is not affected by a simultaneous shifted action of the Weyl group 
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on any weight of the coset field. Thus, we have the identification 

Ii, ti-; v} '" {w . i, ti-; w· v} 

847 

(18.287) 

We stress that such field identifications arise only in the fractional sector (Le., the 
sector with noninteger finite weights) since it requires W E WIW". For integrable 
weights W" = W, and this yields no identification. 

This class of field identifications, together with identifications from outer auto­
morphisms, appears to perform all necessary field identifications. A special case 
of identifications by the shifted action of W is particularly useful for su (N) cosets. 
We associate with each element A E O(g) an operator C A whose action on a weight 
>.. is defined by 

We note that 

if the result is admissible with the same y 

otherwise 
(18.288) 

(YWAY- 1). i = y. (AF - (k + g)(A(,iF,y + Ii}) - aP») (18.289) 

For §U(2), y = 1; this is simply the charge conjugation (18.194). This particular 
shifted action of W, together with outer automorphisms, is sufficient to perform 
all field identifications for su(N) diagonal cosets. 

We consider now the possibility that inequivalent coset primary fields can be 
chosen with a vanishing finite fractional part, i.e., can be of the form 

with (18.290) 

modulo the action of the outer-automorphism group. For su(N), it turns out that it 
is always possible to choose inequivalent I 5 y's such that all iF,y E p':'- I • Ify =1= 1, 
some Dynkin labels must satisfy a stronger constraint than >..;,y ~ O. As a result, 
for su(N), the set of admissible >..F,y for y =1= 1 is a proper subset of the set of 
admissible >..F,I. From Eq. (18.286), it is therefore manifest in this case that all 
fields from the y =1= 1 sectors can be identified with fields of the y = 1 sector, 
and it is sufficient to consider this sector only. Moreover, in the y = 1 sector, all 
fields with >..F,I =1= 0 can be related to fields with >..F,I = 0 by using the operators 
A and CA. This is illustrated in Ex. 18.27, with an su(3) coset realization of the 
Yang-Lee model. 

For other classical Lie algebras, the group of outer automorphisms is not suffi­
ciently large to relate all fields with >..F,y =1= 0 to those with >..F,y = 0, even in the 
y = 1 sector. Furthermore, we cannot choose representative y's in WIW(A) such 
thatiF,y E pt-I, so that a priori we have no reason to restrict ourselves to they = 1 
sector. Nevertheless, we can still use Eq. (18.286) to identify coset fields, ana for 
all examples that have been considered, it is possible to pick a set of primary field 
representatives by restricting the search to y = 1 and >..F,I = O. 

IS Y andy' are equivalent if there is no WA such thaty = y'WA. 
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Exercises 

18.1 Field identification: T matrix part 
Check that when A 1-+ A, with A E O(g) and A E O(P), 

for i, i ' E ~(g), {.t, f.t' E p;Xe)(p). 

IS.2 Partition junctions for minimal models 
Derive the partition function for the Ising and the three-state Potts models starting from 
Eq. (18.100), using the appropriate SU(2)k mass matrices. 

18.3 Two coset descriptions of the unitary series 
Verify that the central charges of the following two infinite sequences span the whole unitary 
minimal series: 

su(N + 1)2 

su(N)2 eu(I) 
and 

$(2N +2)\ 
$(2N)\ e $(2)\ 

IS.4 Some exceptional coset realizations of the minimal models 
Identify the minimal models corresponding to the following cosets: 

(£7)\ e (£7)\ 

(E7h 
(1~6)\ e (£6)\ 

(E6h 
If the central charge does not fix the theory uniquely, whether it is an A - A or A - D 
block-diagonal invariant can be inferred from the presence of Virasoro primary fields of 
multiplicity 2, rooted here in a nontrivial conjugation of at least one WZW constituent. (Ob­
viously, a safer but more tedious approach consists in calculating the fractional dimensions 
of the different coset fields.) 

IS.5 Some character decompositions 

a) Check the character decomposition (18.106) to order q2, using the following £8 
characters: 

chWo(q) = 1 + 248q + 4124q2 + .. . 
ch2Wo(q) = 1 + 248 q + 31124 q2 + .. . 
ch"" (q) = 248 + 34504 q + .. . 
ch,;,.,(q) = 3875 + 181753 q + .. . 

b) Verify the expressions given in Eq. (18.114) and complete the calculation of the first 
decomposition in Eq. (18.113), to order q3. 

c) Verify the second decomposition in Eq. (18.113). For that case, the relevant affine modules 
must first be worked out. 

IS.6 An E6 nondiagonal coset 
The projection matrix and outer-automorphism branching rules appropriate to the coset 

(£6h 
sU(2h esU(6)2 

have been described in Ex. 14.17. List all allowed coset fields and indicate those fields that 
have to be identified. Determine the corresponding minimal model. 
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18.7 Quantum dimensions of coset fields 

a) Defining the coset field quantum dimension directly from a ratio of S matrices (cf. 
Eq. (16.59»: 

show that 

V(.i.;v}=V.i. Vv 

b) Prove that for the su(2) diagonal cosets at levels I, k, andk + I, the level 1 field does not 
contribute to the quantum dimension. Calculate the quantum dimension of the Ising model 
primary fields. 

c) Consider the su(2) nondiagonal coset realization of the Potts model, where in 

SU(2)3 Ef) su(2)1 

SU(2)4 

thesu(2)4 factoris described by the corresponding nondiagonal invariant. Write the Virasoro 
primary fields in terms of the coset characters and calculate the quantum dimension of the 
three-states Potts primary fields. 

d) Generalize the result observed in part (e): when the identity block contains more than one 
term, the quantum dimensions, as calculated from the coset characters, must be rescaled by 
the number of terms in the block. 

e) Verify the decompositions (18.113) from the matching of the quantum dimensions. 

18.8 A maverickformulation of the three-state Potts model: SU(3)2!SU(2)s 

a) Consider the cosetsu(3)2!Su(2)s, whose central charge is ~. List all coset fields compat­
ible with Eq. (18.26) and their fractional dimensions. Compare these dimensions with the 
Kac table for the minimal model M(6, 5). Indicate the coset fields that should be absent in 
order that the set of coset dimensions be a subset of the Kac table. 

b) Use the outer-automorphism branching rule 1 t-+- a (cf. Sect. 14.7.3) to find all the fields 
that can be identified with the outer automorphisms. By comparing the resulting set of a 
priori distinct fields with the spectrum of the three-state Potts models, show that there must 
be further field identifications, and list them. 

e) Show, up to the order q3 (included), that 

X([2,O,O}; [S,O)) = X([2,O,O); [O,S)) = X([O,I,I); [4,4)) 

= q-1I30(1 +q2 + 2q3 + 3q4 +4qs + ... ) 
Vir + Vir = X(I,I) X(4,I) 

(the additional two terms are given for reference). To proceed, decompose the su(3) content 
of the modules 42,0,0) and 40,1,1) given in Tables 18.2-18.3 into su(2) representations. 
Construct the various su(2)s modules with even finite parts and find the decomposition the 
su(3) modules in terms of su(2) ones. (To speed up the last step, observe that in the first 
few grades, in the absence of singular-vector constraints, the irreducible content at grade 
n is obtained from the tensor product of the irreducible content at grade n - 1 with the 
adjoint representation.) As a side result, X([2,o,o);[6,2)) and X([2,O,O);[2,6)) vanish up to O(q3). As 
the above relation between coset and Virasoro characters indicates, this coset description 
is equivalent to the diagonal su(3) coset at levels (1,1;2). In fact, all but the last g2!P2xe 
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maverick models listed in Eq. (18.32) have an equivalent description in terms of the diagonal 
coset {gl E9 gl)fg2· 

18.9 Wakimoto free-field representation/or the coset gfp 
Find the expression for the coset energy-momentum tensor in the Wakimoto free-field 
representation. 
Hint: Start with the expression 

Tg = -~((jqJ' iJqJ) - iex+p' (j2qJ + L (YafJa) 
ae~+ 

for the energy-momentum tensor of the gk WZW model, and the analogous expression for 
the Pkx. WZW model. Distinguishing the quantities related to p by a tilde 0, identify 

for those ex that are roots of peg. To find the relation between iii and qJ, enforce the 
equality 

using the general form of hi given in Ex. 15.27. 

18.10 A c = 1 coset with fixed points 

a) For the diagonal coset 

SU(2)2 E9 SU(2)2 

SU(2)4 

write all the distinct coset fields and calculate their fractional dimension. 

b) Identify the free bosonic c = 1 theory that has the same operator content as this 
parafermionic coset (cf. the last subsection of App. 17.B). 
Result: Zorb{.JT2) 
Observe that the operator contents of the two theories do not match exactly: the multiplicity 
of the coset field of conformal dimension ~, corresponding to the triplet 

Ii, p-; v} = {[1, 1], [1,1]; [2,2]} 

is 1 whereas the field of (fractional) dimension ~ has multiplicity 2 in the bosonic theory 
(i.e., one copy has dimension ~ and the other has dimension ~). This reflects the fact that 
the coset field is a fixed point o/the outer automorphism. To define the theory properly, the 
fixed point must be resolved, which, in the present case, amounts to replacing 

X I ~ ! (x I + I) + ! (x I - I) 
:z;J 2:z;J 2:z;J 

This modifies the partition function by a constant. 

c) For the general su{N) diagonal coset 

SU{N)k l E9 SU{N)k2 

SU{N)k l +k2 

find the values of kl and k2 at which there are fixed points. 
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18.11 Rational c = 1 models from 5O(N) diagonal cosets 

a) Verify that the different cosets 

5O(N)\ ED 5O(N)\ 

5O(N)z 

S51 

are rational theories at c = 1. Prove their equivalence with it( 1) models on an appropriate 
rational square radius. Observe first that, for N = 3, this corresponds to the previous example 
(cf. Ex. lS.10) since 50(3)\ is essentially the same as su(2)z; it is equivalent to Zorb(."'U). 
For N = 4, the coset reduces to two copies of the Ising modelsinceso(4) = su(2)EDsu(2), 
and it is thus equivalent to Zorb(2). 

b) For N = 5, write the 15 distinct coset fields and calculate their fractional dimension. 
Find the corresponding c = 1 theory. Observe that the multiplicities do not match exactly; 
identify the source of this difficulty (cf. Ex. lS.10). Note that so(5) is the same as sp(4) 
with W\ and Wz interchanged. 

c) For N = 2r + I, the three finite weights corresponding to the coset field of lowest 
dimension are 

Check that this field has dimension 

h= 1 
S(2r + 1) 

and argue that this fixes the value of the radius of the corresponding free-boson theory to 
be 

R = 2./2r+ 1 

Show also that there are two coset fields of dimensions if, , with finite weights 

These data uniquely identify the equivalent it(l) theory as Zorb(2'/2r + 1). (For N = 3, 
this agrees with the conclusion of part (a).) 

d) For N = 2r, the three finite weights corresponding to the coset field of lowest dimension 
are 

Check that this field has dimension 

Calculate the dimension of the two fields 

h=~ 
4r 

to, Wr; wrl to, Wr-\; wr-tl 

Conclude that the coset is equivalent to Zorb( .../2r). (For N = 4, this agrees with the con­
clusion of part (a); for N = 6, sincesu(4) :::::: so(6), the coset is equivalent to Sit(2).JU(l) 
(cf. Ex. lS.13), and this is shown to be equivalent to Zorb(.;6) in Ex. 1S.12). 
Remark: These results reveal the surprising B - D duality: 

5O(2r + 1)\ ED 5O(2r + 1)\ 5O(Sr + 4)\ ED 5O(Sr + 4)\ 
5O(2r + 1)z :::::: 5O(Sr + 4)2 
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18.12 The parafermionie coset SU(2)4!U(l) 

a) Verify the equivalence 

S'U(2)4 :::: Z (,,/6) 
it(l) orb 

18. eosets 

b) By replacing the diagonal SU(2)4 modular invariant by the nondiagonal one, the coset 
invariant becomes: 

Ixo + XI12 + 21xII1212 + 21xII312 + IX3/4 + X;/4 12 

(the index gives the conformal dimension). The fields corresponding to each term are, 
respectively: 

{o; ,O} EB {4; O}, 2{2; O}, 2{2; 2}, {O; 2} EB {4,2}) 

in the {l; m} notation of Sect. 18.5. Find the equivalentc = 1 theory. 
Result: Z( ../6). 
c) Using the identification obtained in part (b), derive explicit expressions for the string 
functions cg + cri, c~ + c~, c~, and c~. 

18.13 Equivalent parafermionie eosets 

a) Prove the equiValence of the following two coset models: 

and 
su(k)1 EB su(k)1 

SU(k)2 

by comparing their central charge and the number of distinct fields and charge conjugated 
fields in each case. To simplify the analysis of the second coset, prove first that, given two 
arbitrary weights i E p~ and v E p~, there is a unique [J, E p~ such that the three weights 
satisfy Eq. (18.30). Hence, the number of coset triplets is the number of independent pairs 
{i; v}. 
Remark: The exact spectra of these two coset families have already been shown to be 
identical for k = 1,2,3 in Sect. 18.5.2; for k = 4, this follows from Ex. 18.12 and 
Ex. 18.11. 

b) The su(N) generalization of the su(2)-type parafermionic models analyzed in Sect. 18.5 
is 

SU(N)k 
[U(l)JN-1 

where [U(l)JN- 1 = itO) EB it(l) EB ... EB it(l) (N - 1 factors). Argue that an equivalent 
coset realization based on su(k) algebras is 

[su(k)dN 

SU(k)N 

where [su(k)dN stands for the direct sum of N S'U(k)1 factors, by comparing the central 
charge of the two eosets. 

c) A simple argument, based on conformal branchings, proves coset equiValences at the level 
of the energy-momentum tensor. Given two distinct sernisimple conformal embeddings into 
gl' that is, 



Exercises 853 

there follows the equality 

If h(2) C p(I) and p(2) C h(l), we obtain 

TP(I) - Th,(2) = Th,(1) _ T P(2) 

kl k2 kl k2 

and this proves the equality of the energy-momentum tensors for the two cosets Pk(l) Ihk~) 
I 2 

and h~~) Ipk(2). Reconsider the problem in part (b) using this argument and the conformal 
I 2 

embeddings 

§U(Pq) I :J su(P)q (Bsu(q)p 

§U(p+q)1 :JSU(P)I (Bsu(q)1 (Bu(1) 

18.14 Bosonization ofparafermions 
From the bosonization ofthesu(2)k current generators (cf. Ex. 15.21 withJo = h12, J+ = 
e,J- = f): 

J+('l.) = iav e-u+iv 

i 
r('l.) = M (JqJ + au 

v2a+ 

r('l.) = [ -!~ alp - (k + 2)au + (k + 1)avJ eu - iv 

obtain the expression of the parafermions 1/Ipar and 1/I~ar defined by Eq. (18.158). 
Hint: 1/Ipar and 1/1~ must commute with the it(1) subalgebra of §U(2)b that is, with JO. 
Express the result in terms of v and the linear combination of u and cp that is orthogonal to 
JO. 

a) Find the energy-momentum tensor T par of the parafermionic theory by quotienting the 
it(1) piece generated by JO from the SU(2)k energy-momentum tensor. 

b) Using the chiral version of the relation (18.160) and the bosonized version for the WZW 
primary fields (15.287), obtain the expression for the parafermionic fields f;'. Calculate the 
OPE T par('l.)f;'(w) and find the value of hf". 

18.1S Generalized su(2) diagonal cosets and Coulomb-gas representation 

a) Show that the central charge of the general coset 

factorizes as 

SU(2)k (B §U(2)/ 

SU(2)k+/ 

6k 2(k - 1) 
c = 1 - (I + 2)(k + 1 + 2) + k + 2 

When k = 1, the third term disappears and we recover the coset realization of the unitary 
minimal models, which can be described by a Coulomb-gas formalism with an appropriate 
background charge. The third term is the central charge of the parafermionic SU(2)k!U(1) 
theory. Together, these two pieces (boson and parafermionic coset) provide a generalized 
Coulomb-gas representation of the above coset model. 
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b) The screening charges of the theory are 

Q+ = J dz l/Ipar(Z) eia+l"<z) 

Q- = J dz l/I~(z) eia-I"<z) 

where l/Ipar and l/I~ are the parafermionic fields of dimension (k - 1)Ik introduced in the 
representation ofthesu(2)k generators ofEq. (18.158). The field ~ is a standard free boson: 

~(z)~(w) ...... -In(z - w) 

Determine a±. Fix the indeterminate signs from the requirement that in the limit 1 ~ 00-

where the coset reduces to a simple SU(2)k theory-the screening charges become the zero 
modes of the SU(2)k ladder operators: 

as 1-+ 00 

c) From the Coulomb-gas representation, the coset primary fields are: 

with 
1 1 

aT.s = 2(1 - r)a+ + 2(1 - s)a_ 

l = Is - r mod 2k1 
1 ~ r ~ 1 + 1, 1 ~ s ~ k + 1 + 1, 0 ~ l ~ k 

where the f/'s are the primary fields of the parafermionic theory, of dimension 

hi _ l(l + 2) _ l2 
i - 4(k + 2) 4k 

Using this representation, calculate the dimensions of the coset primary fields. 

d) Compare the result with the dimensions extracted from the character decomposition 
worked out in Sect. 18.5.4, Eqs. (18.174) and (18.175) (treating the factors -cl24 carefully). 

e) The coset can equally well be described in term of an su(2)/!U(1) parafermionic theory 
and a modified background charge. Find the primary-field conformal dimensions in the dual 
formulation obtained by interchanging the values of k and 1, and compare with the results 
of part (c). 

18.16 SU(2)k modular S matrix atfractionallevel 
From the expression (18.185) for the character of admissible representations, derive the S 
matrix (18.191). 

18.17 SU(2)k charge conjugation matrix atfractionallevel 
Starting directly from the S matrix (18.191), obtain the charge conjugation matrix (18.204). 

18.18 The su(2) I model 
-l 

a) Calculate explicitly the S and T matrices of the admissible representations at level - ~ 
and check the relations 

sst = 1, 

b) Use the Verlinde formula to calculate the fusion rules in the theory. Verify associativity, 
that is, the commutativity of the fusion matrices. 
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18.19 SU(2)k modular invariants at fractional level 

a) We recall the S duality relation AS = Sb, where A is an element of the outer auto­
morphism group (lor a here) and b is the corresponding element of the center (not to be 
confused with a branching function): 

(b )"," = e-2lri(AOlo,,,) 

Show that its generalization at fractional level is 

AIS = S bl 

where AI acts only on i.I, that is, 

andbl is 

(bl )",,, = e-21ri(AOlo,u(,,+p)-p) = [(b)",,,]U[E(WA)]U-1 

(No relations of that form are obtained by restricting the action of A to the fractional part.) 

b) Show that the appropriate generalization of the symmetrized product (17.35) takes the 
form 

(AI)" 0 (bl)q = (AIY'(bl)Qe-1riqpkiUiAOloI2 

c) Following the analysis of Sect. 17.3, establish the modular invariance of the partition 
function whose mass matrix is 

M = ~ L (AIY' 0 (bl)Q 
p.q=O,1 

d) Show that for the vacuum to have multiplicity I, U must be odd and for the other 
multiplicities to be positive integers, 

must hold. 

e) Derive the following sequences of modular invariants (where >..{ 
XA == Xn,m): the Aki +1 series for all values of k, 

the DU+2 series for k such that kl = 4i, 

u-I U-I 

ZD2l+2 = L L IXn,m + X4t_n,mI 2 + 21X2l,ml2 
m=O n=O 

ne2Z 

and the DU+I series for kl = 4i - 2 ::: 6, 

ZD2l+1 = ~ (%: IXn,mI2+IXu_I,mI2 

ne2Z 

n, >..f 

U-3 ) 
+ L [Xn,mX4t-2-n,m + X4t-2-n,mXn,m] 

n=1 
ne2Z+1 

m and 
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f) Modular invariants that mix the fractional parts of the weights are obtained by multiplying 
the above mass matrix by the charge conjugation matrix. Write the charge conjugate versions 
of the above series. 

18.20 A remarkable relation between su(2) S matrices atfractionallevel and the minimal 
model S matrices 
Verify the following relation at the level of S matrices 

L ()S(k) - ·SVir(p,p/) 
€w r- -1 I F I F 

W A.IJ. (A,+I.A,).(IJ.,+I.IJ.,) 
weW 

where w F means that the finite Weyl reflection w acts only on the fractional part: 

wFi = if - (k + 2)wiF 

SVir(p.p') is given in Eq. (10.134), with parameters p,p' related to the level k by 

p' = u, p = 2u + t 

(18.291) 

Observe that when Af = 0, the sum vanishes so that the index Af in SVir(p,p/) is actually a 
nonzero positive integer. 

18.21 A remarkable relation between su(2) characters atfractionallevel and the minimal 
model characters 
Show that the residue of the character of an admissible SU(2)k representation, mUltiplied 
by TJ2(q), that is, 

x~(r) == TJ2(q) 2nilim Z X~(z;.) 
Z"""!:O 

2 qb~/4d LsezqS2d+sb+(I _ qAf[2us(k+2)+A{+IJ) 

= TJ (q) q1l8 Lsez q2s2+s(4s + 1) 

is exactly a minimal Vrrasoro character, for a model with p' = u and p = 2u + t. 
18.22 Canonical chain offield identifications in su(2) diagonal nonunitary coset 

a) For the coset 

SU(2)k ffi SU(2)1 

SU(2)k+ 1 

(18.292) 

with fractional k, starting from a coset field with zero fractional part, show that 2u fields 
can be identified through the canonical chain 

(a C)U-la 

Show in particular that all triplets of weights in this string are distinct and that the last triplet 
has a zero fractional part. 

b) For k = - ~, list all triplets of weights satisfying the branching conditions and calculate 
the fractional conformal dimension of the corresponding coset fields. Compare with the 
dimensions in the Kac table of the corresponding minimal model. Identify fields with the 
same fractional dimension using the operations a and C. Compare with the canonical chain 
obtained in part (a). 

c) The presence of fixed points does not preclude fields to be identified from their S matrix. 
Verify that for the coset 

SU(2)k ffi su(2)/ 

SU(2)k+/ 
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fields can still be identified with a and c. Consider the particular case where 1 = 2 and 
k = - ~. Obtain all triplets with fractional confonnal dimension 0 and - -l2. Obtain the 
canonical chain of identification in each case. How does the presence of fixed points reflected 
itself in this chain? 

18.23 Character decomposition in the nonunitary case (SU(2)k) 

a) Obtain the character of primary fields in nonunitary minimal models (P,p') from the 
decomposition 

X~kl)X~1) = ~ (k+1) 
A r ~ Xli/, ii; VI} XVI 

VleP':+u 

withp = kf + 2 + u, p' = kf + 2. 
Hint: Follow closely the derivation of Sect. 18.3,1. 

b) Find the corresponding S matrices. 

18.24 Examples of admissible representations 
List the admissible weights of: 

a) (;2 at k = - ~ (there are 6 of them); 

b) so(7) atk = -~ (there are 8 of them). 

18.25 Admissibility condition 
Prove that if i = y , (if - (k + g)iF) is admissible, so is v· (if - (k + g)iF) with v related 
to y by Y = VWA, for any WA. 

18.26 The su(3L 3 model 
Calculate the S ana C matrices for the su(3L 3 model. Verify that the admissible represen­
tations in the y = I sector do not transfonn cJvariantly among themselves. This illustrates 
the necessity of the y =/: 1 sectors. 

18.27 Another coset realization of the Yang-Lee model 
Consider the coset 

su(3L! E9 SU(3)1 

su(3) I -, 
Use the results of App. 18.B to obtain all the admissible weights for each WZW model, and 
find all triplets that satisfy the branching conditions. Organize fields in classes according to 
the fractional value of their confonnal dimension. Show that all coset fields which involve 
weights in the y =/: I sector can be related to fields withy = 1. Compare with Eq. (18.287). 
In the class y = I, find the canonical chain of field identification in tenns of A and C A defined 
in Eq. (18.288). Show that fields with zero fractional finite weights provide convenient coset 
representatives. In this subclass of coset fields, find the residual field identifications. 

18.28 A duality relation for cosets 
Argue, at the level of the central charge, that for a particular value of k', the following two 
diagonal cosets are equivalent: 

SU(N)k E9 su(N) 1 

SU(N)k+l 
and 

SU(U)k' E9 SU(U)l 

SU(U)k'+l 

with k = tlu. Characterize this u ~ N duality in tenns of kf. The simplest example of this 
duality is furnished by the two coset representations of the Yang-Lee model, corresponding 
to the pair (N, u) = (2,3), 
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18.29 Technical aspects of nonunitary diagonal cosets 

a) From the diagonal coset (18.276), prove that the last two terms in Eq. (18.283) cancel 
(mod 1) when I = 1 and g is simply laced. 

b) For manipulations of the numerous phase factors in nonunitary WZW-model S matrices, 
the following result is useful: If s and v are integrable weights, then for any W E W we 
have 

(W-I)s,v) = o mod 1 

provided 

Si or Vi E (aian IE 

a condition satisfied by the fractional parts of admissible weights. Prove this statement. 

c) Write the explicit form of the coset S matrix Sit it; ii}.IX'. it'; v}, with i E P;, {.t E P+, 
v E P;+l and iF = V. Verify that it depends neither upon y nor iF J' • 

d) Prove that fields related by Eq. (18.286) have the same T matrix, i.e., same value of the 
fractional conformal dimension. 

e) Verify that Eq. (18.287) is compatible with the branching condition (18.281). The results 
of parts (c}-(e) establish the equivalence of fields related by Eq. (18.286). 

Notes 
The coset construction goes back to the work ofBardacki and Halpern [25, 189J. It appeared 
in conformal field theory in the seminal paper of Goddard, Kent, and Olive [178J, where the 
general construction of the coset energy-momentum tensor was first exposed and used to 
prove the unitarity of the sequences M (m + 1 , m). The character decomposition presented 
in Sect. 18.3 follows closely the original derivation in Ref. [179J. Further properties of 
minimal models, viewed from the coset angle, were worked out by Gepner [165J. Although 
there the coset framework is not made completely manifest, it is shown that minimal models 
can be viewed as a product of two §U(2) theories at appropriate levels. Additional results 
can be found in Bowcock and Goddard [58J. This reference also contains the complete 
list of coset realizations of the unitary minimal models. Most of the explicit character 
decompositions pertaining to these exceptional representations were derived by Kac and 
Wakimoto [221, 218J. More decompositions are presented in Refs. [218,221,179,54,113, 
198, 306J. Mavericks were discovered by Dundar and Joshi [113, 114J (Ex. 18.8 is adapted 
from these references). The last example in Eq. (18.32) is due to Fuchs, Schellekens, and 
Schweigert [152J. The calculation of correlation functions in the coset framework, mainly 
illustrated with the minimal models, is discussed in the work of Douglas [112J. Not all the 
coset modular invariants have the simple product form described in Sect. 18.2.5; further 
solutions are explored in Ref. [162J. 

The detailed analysis of the coset §U(2)k1u(I) is due to Gepner and Qiu [170J. The 
related character decompositions, that is, the string functions, are worked out in Refs. [195, 
215J. Zamolodchikov and Fateev [366J studied the underlying parafermionic theory, and 
they first noticed the relation with an §U(2) coset. Generalized parafermions, defined in 
terms of the coset &lu(IY, were introduced in Ref. [166J. 

The issue of field identification, and its relation to selection rules, was addressed first by 
Gepner [167J and Moore and Seiberg [274J; it was further analyzed by Lerche, Vafa, and 
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Warner [255] and Ahn and Walton [5]. Resolution of fixed points was studied thoroughly 
in the works of Schellekens and Yankielowicz [321, 322] and recent progress is reported by 
Fuchs, Schellekens, and Schweigert [152] (it is shown, for diagonal cosets, that the WZW 
models do actually code all the information required for the fixed-point resolutions). 

The necessity of having fractional-level affine algebra for a coset description of the 
nonunitary models was first noticed by Kent [234]. Admissible representations and their 
modular properties were discovered by Kac and Wakimoto [219, 220]. A somewhat sim­
plified description of the admissible weights and some aspects of the nonunitary minimal 
models from the coset approach are given in Ref. [265]. The Fock representation of the 
su(2) models at fractional level is studied in Ref. [42]. Modular invariants for SU(2)k at 
fractional levels were considered by Koh and Sorba [243] and fully classified by Lu [258]. 
The construction based on outer automorphisms sketched in Ex. 18.19 is due to Ref. [265] 
(where the result is given for any affine algebra). Fusion rules in nonunitary su(2)-WZW 
models are discussed in Ref. [265,243] (see also [42]) from the point of view of the Verlinde 
formula and in Refs. [16,293] from an OPE approach (and with different results). 

A general analysis of nonunitary diagonal coset models, with a focus on the question of 
field identification, can be found in Ref. [266] (from which most aspects of the nonunitary 
coset discussion are borrowed). The duality presented in Ex. 18.28 was found in Ref. [248] 
(see also Refs. [246, 10]). 

There is a large literature on the relation of fractional-level Lie algebras with minimal 
models, based on Hamiltonian reduction (see, for instance, Refs. [46, 124,135]). Hints of 
such a connection follow from Ex. 18.20 (Refs. [265,78]) and Ex. 18.21 (Ref. [275]). 

The parafermionic description of the diagonal su(2) coset models in Ex. 18.15 is based 
on Refs. [230, 17,304]; the Wakimoto free-field representation for cosets in Ex. 18.9 is 
described in Refs. [232, 173]; the bosonization ofparafermions of Ex. 18.14 is taken from 
Refs. [173, 104,280]. The general method discovered by Altschuler [7] to establishing the 
equivalence of some coset models is illustrated in part (c) of Ex. 18.13 (see also Ref. [18] 
for this exercise). Finally, Ex. 18.7 is partly based on Ref. [242]. 
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in Coulomb-gas representation, 327 
of four-point functions, 314 

involving CPO,3), 330 
involving CP(2,I), 308 

on higher genus, 318 
in WZW models, 644 
of Ising energy one-point function on 

the torus, 455 
of Ising energy two-point function on a 

torus, 458 
of Ising spin two-point function on a 

torus, 461 
monodromy properties on the torus, 

379 
of n-point functions, 315 

conformal bootstrap, 9, 185 
conformal branching rules, 735 
conformal charge, 155 
conformal dimension, 116 

in minimal models, 216 
of WZW primary fields, 630 

conformal embedding, 733, 734 
branching rules, 735, 770 
modular invariants, 739 

conformal families, 178 
conformal gauge, 144 
conformal generators 

in d = 2, 114, 155 
ind ~ 3,98 

conformal group, 95-99 
ind = 2,112 
representations in d ~ 3, 99 

conformal invariance 
on the cylinder, 410 
on the unit disk, 434 
on the upper half-plane, 413 

conformal invariants, see Anharmonic 
ratio 

conformal transformation, 95 
of energy-momentum tensor, 136 
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conformal transfonnation (cont.) 
global, 113 
ind = 2,113 
ind::: 3,97 
local, 113 
special,97 

conformal Ward identity, see Ward 
identity 

congruence classes, 503 
congruence vector, 503, 540 
conjugacy classes, 503 
conjugate representation, 510 
conjugation invariant, 744 
connected functional, 51, 141 
continuum limit, 19,23,65,82 
coroot lattice, 502 
coroots, 496 

affine, 561 
correlation functions, 30 

connected, 64 
equations of motion for, 58 
four-point, see Four-point function 
in WZW model, 638 
three-point, see Three-point function 
transformation of, 42 
two-point, see Two-point function 
of vertex operators, 328 

correlation length, 68 
divergence of, 5, 69 
of massive boson, 35 
relation with mass, 90 

coset S matrix, 805 
coset T matrix, 805 
coset construction, 799 
coset description 

of nonunitary minimal models, 833 
of unitary minimal models 

character decomposition, 808 
fusion rules, 812 
modular S matrix, 811 
modular invariant partition functions, 

813 
coset partition function, 807 
coset rational conformal field theory, 806 
coset unitary minimal models, 807 
Coulomb-gas representation, 294-328 

conformal blocks in, 327 
minimal models on a torus, 406 

Coxeter group, 500 
critical exponents, 69 

.",105 
surface, 419 

critical phenomena, 4, 67-74 
quantum, 6 

critical surface, 76 

Index 

cross-ratios, see Anharmonic ratios 
crossing probabilities (percolation), 430 
crossing symmetry, 186, 644 
cumulant expansion, 79 
current 

dilation, or scale-invariance, 102 
for massless boson, 297 
Noether,41 

current algebra, 623 
curvature, 57, 140 
cyclic group, 778 
cylinder 

theory defined on a, 139,410 

Dedekind ." function, 204, 394 
deep inelastic scattering, 7 
defect line (magnetic), 351 
Dehn twists, 339 
Demazure character formula, 549 
denominator identity (Macdonald-Weyl), 

582 
density operator, 66 
depth,690 
depth rule, 690 
descendant states, 158 
diagonal coset, 800, 802 
diagonal invariant, 722 
diagram of dimensions, 215 
differential equations 

for correlation functions, 247 
for correlation functions on a torus, 456 

diffusion equation, 145 
dihedral group, 778, 779 
dilation, 38 

conserved current for, 102,109 
dimension 

of a Lie algebra, 490, 540 
of a representation, 519, 522,551 

dimensional analysis, 84 
Dirac fermion, 447 
disorder operator, 441, 451 
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two-point function on a torus, 463 
dispersion relation, 19, 23 
divergences in quantum field theory, 20 
dominant affine weight, 566, 576 
dominant weight, 502 
doubling identities, 479 
dual Coxeter number, 496, 540, 625 
dual lattice, 503, 603 
duali~,237,332,673 

boson, 352 
in Ising model, 441 
level-rank, 702 

Dynkin diagram, 497, 540 
affine, 562 

Dynkin index of a representation, 512 
Dynkin label, 498 

affine, 566 

Electric charges (boson), 351 
electromagnetic operator, 467 
elementary couplings 

Berenstein-Zelevinsky triangles, 708 
for fusion rules, 707 
for tensor products, 707 

elementary excitations, 19 
elliptic functions, 477-479 
elliptic integrals, 432 
embedding 

branching rules, 534 
conformal, 733, 770 
index, 535, 597, 799 
Lie algebra, 534 
maximal, 537 
projection matrix, 535 
regular subalgebra, 538 
semisimple, 770 
special subalgebra, 539 
Verma modules coset, 839 

energy 
average, 62 
gap, and finite sizes, 412 

energy-momentum tensor, 45 
as variation of the action, 49 
Belinfante, 46, 109 
of complex fermion, 147 
conformal transformation of, 136 
offree boson, 128 
mode expansion of, 155 

on the cylinder, 139 
OPE of, 129, 132 
quantum definition of, 51 
ofreal fermion, 131 
of reparametrization ghosts, 134 
of simple ghosts, 135 
Sugawara construction, 626 
T andT, 120 
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technique, for torus correlators, 459 
traceless, 101, 107,110 

equations of motion, 58 
ergodic hypothesis, 61 
Euclidian formalism, 31 
Euclidian lattice, 602 
Euler function, 158,204 
Euler-Jacobi identities, 612 
even lattice, 352 
evolution operator, 26 
exceptional algebra, 498 
exceptional groups, 779 
exponent, 512 

critical, see Critical exponents 
Lie algebra, 540 

extended S matrix 
of three-state Potts model, 386 

extended algebra, 589 
extended Cartan matrix, 561 
extended characters, 365, 385 
extended chiral algebra, 745 
extended Dynkin diagram, 538 
extended fusion rules, 783 

in (E6 ,Ap - 1) model, 401 
in (Es,Ap- 1) model, 401 
in Potts model, 387 
in tricritical Potts model, 400 

extended symmetries 
fusion rules and, 384 

Fermion, 21-25, 109, 129-132, 168-173 
coherent states of, 28 
complex, 147, 447 
Dirac, 447 
doubling, 24 
Ising model and, 221 
modular-invariant partition function, 

349 
on a cylinder, 168 
on the torus, 344 
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fermion (cont.) 
propagator on a torus, 457 

Feynman diagrams, 20 
field 

decoupling of, 212 
meaning of, 104 
primary, 115 
quasi-primary, 116 
secondary, 116, 179 

field identification, 801 
canonical chain of, 836 
nonunitary su(2) diagonal cosets, 835 

finite Lie algebra, 559 
finite reducibility, 599 

theorem, 739 
finite subgroups 

SU(2), 778, 780 
finite-size scaling, 412 
finite-temperature corrections, 412 
first intersections, 211 
Fisher's law, 73 
fixed point, 76, 99, 803 

hyperbolic, 76 
Fock modules 

su(2) .. 655 
Fock space, 20, 163 
four-point function 

of free boson, 147 
general form in d = 2, 117 
ind 2: 2, 106 
involving f/JO.3), 330 
involving f/J(2.I), 311 
of Ising energy and spin fields, 287, 

331,481 
of WZW current, 670 
of Yang-Lee model, 287 

free energy, 62 
finite size correction, 413, 421 
finite-size correction, 139 

free-fermion representation 
so(N) .. 647 
so(N») characters, 650 
so(N») primary fields, 649 
su(N) .. 652 
of WZW models, 647 
WZW models, 652 

free-field representation of WZW models, 
646 

Index 

Freudenthal mUltiplicity formula, 509 
Freudenthal-de Vries strange formula, 

520 
functional integrals, see Path integrals 
fundamental affine Weyl chamber, 567 
fundamental chamber, 501 
fundamental domain, 339 
fundamental weight, 498 
fundamental weights 

affine, 564 
fusion algebra, 258 

associativity of, 258 
attached to a graph, 290 
matrix form of, 258 

fusion coefficients, 676 
SU(2)ko 684 
action of outer automorphism, 677 
relation to tensor-product coefficients, 

679 
SU(3)ko 693 
symmetries, 677 
threshold level, 691 

fusion numbers, 257 
fusion potential, 699 
fusion rules, 214, 676 

algorithm, 681 
character method, 679 
compactified boson, 783 
depth rule, 690 
elementary couplings, 707 
extended symmetries and, 384 
for admissible representations, 832 
in Ising model, 235 
Kac-Walton formula, 681 
in minimal models, 217, 255, 400 
modular invariance and, 374 
Weyl determinant method, 697 

Galois block-diagonal invariant, 754 
Galois permutation invariant, 755 
Galois symmetry,749 
Galois transformation, 749 
Gaussian Integrals, 51 
Gaussian model, 65, 84 
Gelfand-Tsetlin pattern, 516 
generalized ADE diagrams, 764, 767 
generalized Chebyshev polynomials, 533, 

553 
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generalized theta functions, 582 
modular transformation properties, 604 

generating function 
for branching rules, 536 
fusion coefficients, 716 
tensor-product coefficients, 716 

generating function for Chebyshev 
polynomials, 532 

generating functional, 33 
generator 

conformal, see Conformal generators 
of modular group, 339 
of rotations, 40 
of symmetry transformation, 39 
of translations, 39 

ghosts, 132-135,661 
generalized, 148 
reparametrization, 132 
simple, 135 

Giambelli formula, 696, 697, 715 
Goddard-Kent-Olive (GKO) construction, 

800 
Gordon identities, 612 
grade, 578 
grading operator, 558 
Gram matrix, 206, 235 
graph algebra, 756 
graph subalgebra 

extended fusion rules and, 759, 767 
modular invariants for su(3) and, 766 

graph subalgebra duality, 761 
equivalence relation, 761 

graphs 
ADE classification of, 372 

Grassmann variables, 52 
complex, 24 
dynamics of, 21 

group center 
branching rules, 599 

group of outer automorphisms, 571 

Haffnian, 449, 483 
heat capacity, 62 
heat kernel, 143, 145,148 
height of a representation, 539 
height vector, 539, 540 
Heisenberg algebra, 559 
Heisenberg model, 6, 480 

classical,64 
Hermitian conjugation, 152 
Hermitian product, 152 
highest root, 496, 540 
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highest-weight representation, 201, 508 
affine, 575 
character (Lie algebra), 517 

highest-weight state, 204, 508 
hook,551 
Hypergeometric equation, 285 
hypergeometric equation, 329 
Hypergeometric function, 308 

properties, 285 

Icosahedral group, 778, 779 
ideal,289 
images, method of, 416 
imaginary root, 561 
index of a representation, 512 
index of embedding, 535 
integrable representation, 577, 634 
integral weight, 498 
irreducible module, 508 
irreducible representation, 490 
irrelevant parameter, 77 
Ising model, 62, 439-476 

E8 diagonal coset description, 814 
as minimal model, 221 
boundary operators of, 426 
characters in, 242 
disorder operator, 441, 451 
energy correlator, upper half-plane, 

435 
one-dimensional, 91 
orbifold formulation, 785 
parafermionic description, 821 
parity transformation of, 435 
phase transition, 68 
singular vectors of, 236 
spin-energy correlator, 436 
transfer matrix, 92 
on a triangular lattice, 77 
tricritical, 222 
with a boundary, 417 

Ising spin chain, 479, 608 

Jacobi triple-product identity, 390, 612 
Jordan-Wigner transformation, 480 
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Josephson's law, 73 

Kac determinant, 207, 240 
Kac table, 217 
Kac-Moody algebra, 559 
Kac-Walton formula, 681 
Killing form, 492 
Knizhnik-Zamolodchikov equation, 632, 

638 
Kostant multiplicity formula, 552 

Ladder operator, 491 
Landau-Ginzburg theory 

for minimal models, 231 
for the Yang-Lee singularity, 220 

Laplacian, 140 
lattice, 352, 502, 602 

coroot,502 
dual, 503, 603 
Euclidian, 602 
root, 502 
self-dual, 503 
weight, 502 

length 
of state in a Venna module, 210 
of Weyl reflection, 502 

level, 158 
in Verma module, 202 

level (affine Lie algebras), 565 
level-rank duality, 702 
Lie algebra, 490 

affine, 559 
dimension of, 490 
properties, 540 
semisimple, 491 
simple, 491 
simply laced, 496 
stucture constants, 490 
universal enveloping, 511 

Lie algebra embedding, 534 
Lie group, 39, 490 

center, 574 
Liouville field theory, 110 
Littlewood-Richardson rule, 526 
Littlewood-Richardson rule tableau, 526 
locality, 117 
loop algebra, 557 
Lorentz transformation, 37 

Index 

Macdonald identities, 612, 747 
Macdonald-Weyl denominator identity, 

582 
magnetic charges (boson), 351 
magnetization, 63 
marginal parameter, 77 
mark, 496, 540 

affine, 562 
maverick coset, 804, 849 
maximal embedding, 537 
McKay correspondence, 780 
Merrnin-Wagner-Coleman theorem, 74 
metric tensor 

convention for, 32 
microcanonical ensemble, 61 
minimal models, 200 

ADE classification of, 265 
characters of, 242 
coset description, 807 
definition of, 217 
Ising model, 221 
modular invariance, 356 
partition function, 364 
Potts model. 225 
RSOS models, 227 
tricritical Ising model. 222 
unitary. 218 
Verlinde formula for, 289.375 
Yang-Lee. 219 

minimal representation. 624 
minimality 

proof of. from modular invariance. 358 
mode expansion 

of boson in an external potential. 58 
of compactified boson. 167 
of energy-momentum tensor, 155 
of fermion on a cylinder. 169 
of free boson, 161 
of primary field. 152 

modular S matrix, 423 
in affine Lie algebra, 591 
for nonunitary S'U(2) diagonal cosets. 

837 
of minimal models. 363 
properties, 383 
relation to the asymptotic form of 

characters, 594 
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relation to the charge conjugation 
matrix, 593 

relation to the finite characters, 595 
relation to the outer automorphism, 595 

modular 'T matrix 
of minimal models, 360 
in affine Lie algebra, 591 

modular anomaly, 583 
modular covariance 

of spin-spin correlator in Ising model, 
484 

modular group, 338 
double covering of, 383 
generators of, 339,396 

modular invariance, 722 
fusion rules and, 374 
in minimal models, 356 

modular invariants 
ADE classification of, 372 
automorphisms, 370 
block-diagonal, 368 
block-diagonal Galois, 754 
conjugation, 744 
coset, 807 
diagonal, 365,722 
for nonunitary su(2) diagonal cosets, 

837 
from conformal embeddings, 739 
Galois permutation, 755 
method of outer automorphisms, 726 
nondiagonal, 365, 722 
permutation, 370, 744 
permutation by outer automorphism, 

744 
physical, 722 

modular parameter, 336 
modular transformation 

admissible representations, 844 
of affine characters, 591 
of generalized theta functions, 604 
in WZW model, 638 

monodromy invariance, 644 
monodromy of conformal blocks 

Ising energy two-point function on the 
torus, 459 

Ising spin two-point function on a 
torus, 462 

monomial representation of finite 
algebras, 660 

multicritical point, 228, 232 
multiple fusions 

Fibonacci numbers, 711 

Neutrality condition, 296, 437 
Neveu-Schwarz 

algebra, 224 

885 

boundary conditions, 24, 169,337,345 
Noether's theorem, 39, 40 
non-Abelian bosonization, 646 
non-Abelian orbifold, 775 
nondiagonal invariant, 722 
nonlinear sigma model, 617 
nonunitary diagonal coset, 845 
nonunitary models 

Yang-Lee, 220 
normal ordering, 20, 166, 173,194 

rearrangement lemma, 190, 194 
normality condition, 767 
normalized character, 584 
normalized string function, 592 
notation 

for Lie algebras, 546 
for metric tensor, 32 

null state, see Singular vector 
null vector, see Singular vector 

Octahedral group, 778, 779 
O(n) model, 229, 406 
operator algebra, 180 

truncation of, 214 
operator product expansion, 127 

calculation of coefficients from 
covariance,266 

contour integrals and, 154 
covariance of, 265 
of energy-momentum tensor, 135 
of free boson, 128 
of free fermion, 131 
of ghosts, 133 
of Ising fields, 452 
of vertex operators, 162 

orbifold, 354,774 
non-Abelian, 775 
operator content, 783 
partition function of, 356, 775 
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orbifold (cont.) 

1l2' see 112 orbifold 
orbit of an outer automorphism, 703 
order parameter, 73 

profile near a boundary, 416, 419 
orthonormal basis, 514 
outer automorphism, 571 

action on a Young tableau, 704 
action on fusion coefficient, 677 
action on the modular S matrix, 595 
action on weights, 572 
branching rules, 599 
orbit, 703 
relation with the center of the group, 

574,596 
outer automorphism modular invariants, 

726 
for su(2)k. 731 

outer-automorphism permutation 
invariant, 744 

Parafermionic formulation of su(2) 
diagonal cosets, 824 

parafermions, 117, 823 
parity rule, 752 
parity transformation, 22, 414 

of boson, 164,436 
of Ising model, 435 

partial waves, 184 
partition, 513 

reduced, 514 
partition function, 33, 61 

of boson on the torus, 340 
of boson with fixed boundary 

conditions, 437 
coset, 807 
of fermion, 349 
of fermion on the torus, 344 
of minimal models, 364 
modular invariance, 722 
of multicomponent cl),iral boson, 353 
multiplicities, 357 
on the torus, 337 
orbifold construction, 775 
twisted, 775 
with changing boundary conditions, 

422 
WZW models, 721 

of ~ orbifold, 356 
partition numbers, 158,193 
path,609 
path integrals, 25-30 

of quantum field, 28 
pentagon identity, 332 
percolation, 427-433 

illustration of, 428 
Monte Carlo simulation, 434 

permutation invariant, 744 
outer-automorphism, 744 

Pfaffian,55,345,444,483 
phase transition, 67 

extraordnuuy,414,416,436 
ordinary, 414 

rp4 theory, 65 
renormalization of, 86 

physical invariant, 722 
Pieri formula, 695, 715 

level truncation, 697 
Planck's constant, 27 
Poincare group, 95 

Index 

Poisson resummation formula, 394, 603 
Polyakov-Wiegman identity, 669 
polymers, 231, 406 
positive and negative frequencies, 20 
Potts model, 64 

su(3) diagonal coset description, 814 
as minimal model, 225 
characters in, 242 
extended S matrix of, 386 
extended fusion rules, 387 
fusion rules in, 367 
modular-invariant, 365 
one-dimensional, 91 
parafermionic description, 823 
Q-state, and percolation, 429 

primary field, see Field, primary 
principal specialization, 584 
projection matrix, 535 
projective transformations, 114 
propagator, 26 

Quadratic-form matrix, 499, 540 
quanta, 20 
quantum chain, 412 
quantum dimension, 687 

coset field, 849 
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quantum equivalence, 646 
quantum gravity and random surfaces, 

453 
quantum KdV equation, 195, 196, 198, 

333 
quasi-primary field, see Field, 

quasi-primary 

Radial ordering, 153 
radial quantization, 151 
Ramond 

algebra, 224 
boundary conditions, 24,169,337,345 

rank, 491 
rational conformal field theory, 375, 423 

boson on a circle of rational square 
radius, 405 

center of, 679 
coset, 806 
definition, 389 
WZW model as, 636 
Z2-orbifold at rational square radius, 

406 
RCFf, see Rational conformal field 

theory 
real root, 561 
reduced partition, 514 
reduced tableau, 514 
reduction formulas, 30 
regular embedding 

branching rules, 538 
regular subalgebra, 538 
regularization, 21, 82, 128 

see also Normal ordering 
relative modular anomaly, 592 
relevant parameter, 77 
renormalization, 20 
renormalization group, 234 

momentum-space, 82-87 
real-space, 71, 74-82 

reparametrization invariance, 124 
representation, 490 

adjoint, 491 
admissible, 827 
affine highest-weight, 575 
of conformal group in d ::: 3, 99 
conjugate, 510 
dimension of, 519, 522,551 

finite-dimensional, 494 
height of, 539 
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highest-weight, see Highest-weight 
representation 

index of, 512 
integrable, 577, 634 
irreducible, 490 
reducible, 204 
unitary, 510, 577 

resolution of fixed point, 803 
Riemannian manifold, 123 
ring, 289 
Robinson-Schensted correspondence, 610 
Rogers-Ramanujan identities, 612 
root, 491 

affine, 560 
imaginary, 561 
real,561 

root lattice, 502 
rotation, 38 
RSOS models, 227 
Rushbrooke's law, 73 

Scalar product 
for affine weights, 560 
for roots, 493 

scale invariance, 4-9 
fixed points and, 84 
in momentum space, 109 

scale transformations, see Dilation 
scaling, 70 

tree-level, 84 
scaling dimension, 38, 83 
Scb[Odingerequation, 28 
Schurfunction,521 
Schwarz-Christoffel transformation, 432 
Schwarzian derivative, 136 
Schwinger function, 107, 110, 144 
screened vertex operators, 323 
secondary field, see Field, secondary 
selection rule, 802 
self-duallattice, 352, 503 
semisimple Lie algebra, 491 
semistandard tableau, 515, 610 
Serre relations, 497 

affine, 564 
shifted affine Weyl reflection, 568 
shifted Weyl reflection, 502 
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signature of a Weyl reflection, 502 
simple current, 679 
simple Lie algebra, 491 
simple root, 495 

affine, 561 
simply laced Lie algebra, 496 
singular vector, 204, 240 

affine, 577, 837 
complete derivation of, 265 
explicit expression of, 246 
formal determinant for, 244 
Lie algebra, 837 
sum rule for, 288 
in WZW model, 634 

SL(2, C), 114,147 
SL(2,Z) 

modular group, 338 
SOS model, 230 
SOS models, 227 
special conformal group, 114 
special conformal transformation, 97 
special subalgebra, 539 
specialized character, 584 
specific heat, 62 

and central charge, see Free energy, 
finite size 

spectrum-generating algebra, 627 
spherical model, 65 
spin basis, 505 
spin structure, 345 
Steinberg formula for tensor product, 553 
strange formula, 520 
string function, 579, 818, 824 

normalized, 592 
string theory, 161 
strip geometry, 419 
stucture constants, 490 
subgroups 

of SU(2), 778 
Sugawara construction, 624, 799 
Sugawara energy-momentum tensor, 626 
Sum rule 

for singular vectors, 288 
super-Virasoro algebra, 223 
superconformal models, 223 
supersymmetry, 223 
surface critical behavior, 413 
surface exponents, 419 

of Ising energy field, 435 
susceptibility, 63 

Index 

symmetries of fusion coefficient, 677 
symmetry,3 

broken, 73 
generator of, 39 
infinitesimal transformation, 39 
transformation, 36 

Temperature, 61, 66, 67 
finite, 412 

tensor product, 522 
associativity of, 531 
Berenstein-Zelevinsky triangle, 528 
character method, 523 
elementary couplings, 707 
Littlewood-Richardson rule, 526 
Steinberg formula, 553 

tensor-product coefficients, 522, 695 
tessellations, 453 
tetrad, 51, 56, 123 
tetrahedral group, 778, 779 
thermodynamic limit, 62 

phase transitions and, 67 
theta functions, 347, 390, 477-479 

doubling identities, 395 
generalized, 582 

three-point function 
general form in d = 2, 117 
ind:::: 2, 105 

threshold level, 691 
elementary couplings, 707 
su(2),692 
su(3),693 

time ordering, 30 
trace anomaly, 140 
transfer matrix, 87-90,92,151 
translation, 37 
triality, 503 
tricritical Ising model, 222, 363 

characters in, 242 
tricritical point, 223 
tricritical Potts model, 235 
truncation of the operator algebra, 214 
twisted boundary conditions, 164 
twisted partition function, 775 
two-point function 

of disorder operator on a torus, 463 
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of electromagnetic operator on a torus, 
484 

of fermion on a torus, 457 
general form in d = 2, 117 
ind:::: 2, 104 
in Ising model with a boundary, 417 
on the cylinder, 411 
on the strip, 420 
of spin-spin correlator in Ising model, 

484 
of spin-spin correlator on the torus, 

484 

Unitarity 
c < 1 representations, 210 
c :::: 1 representations, 209 
minimal models, 218 

unitary representation, 510, 577 
universal enveloping algebra, 511 
universality, 77 

Vacuum energy, 20,166,171 
vacuum state, 163 

of boson, 18 
of fermion, 23 
in operator formalism, 151 

Vandermonde determinant, 521 
vanishing curves, 209 
Verlinde formula, 677 

boundary states and, 422 
for a finite group, 402 
for the Ising model, 483 
Lie algebra version, 533 
for minimal models, 289, 375 
proof of, 378 

Verma module, 158,202 
irreducible, 240 
reducible, 204 

vertex operators, 161,447 
chiral,295 
contraction of, 194 
correlation functions of, 187,328,329 
screened,323 

vertex representation, 653 
Sil(2») , 653 
simply-laced algebras at levell, 657 

vicinity of the critical point, 234 
Virasoro algebra, 156 

classical limit of, 244 
Virasoro character, see Character, 

Virasoro 
virial, 102 

W3 algebra, 227 
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Wakimoto free-field representation, 660 
su(2)k. 661 
correlation functions (SU(2)k), 664 
primary fields (SU(2)k), 663 
su(3)k. 665 

Ward identities, 43 
conformal form of, 121 
on the cylinder, 433 
holomorphic form of, 119 
ind = 2, 118-126 
ind:::: 2, 106 
for Ising spin correlator, 482, 485 
on upper half-plane, 414 
special conformal group and, 122 
on the torus, 455 
WZW model, 622, 631 

weight, 494 
affine, 560 
dominant, 502, 566, 576 
highest, 508 
integral, 498 
partition of, 513 

weight lattice, 502 
weight multiplicity, 509 

affine, 578 
affine Kostant formula, 613 
Freudenthal formula, 509 
Kostant formula, 552 

weight system, 508 
affine, 578 

Wess-Zumino action, 619 
Wess-Zumino-Witten model, see WZW 

model 
Weyl chamber 

affine,567 
Weyl character formula, 518 
Weyl determinant method, 697 
Weyl group, 500 

affine, 566 
longest element of, 502 
order of, 540 

Weyl reflection 
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Weyl reflection (cont.) 
length of, 502 
shifted, 502 
signature of, 502 
simple, 500 

Weyl vector, 499 
affine, 566 

Weyl-Kac character formula, 581 
Wick contraction, 35 
Wick rotation, 66 
Wick's theorem, 35, 52 

generalized, 188 
Widom's law, 73 
winding number, 167,349 
word,610 
WZW model, 621 

free-field representation, 646 
modular transformations, 638 
normalization, 668 
rational conformal field theory, 636 

unitarity, 638 
WZW primary field, 628, 633 
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